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Abstract In this paper we study differential pursuit game with a “Life line”
for the case when the inertial movements of the players are carried out using
controls subject to the action of repulsive forces. For solving the pursuit game
with a “Life line”, the main tool remains the strategy of parallel pursuit (for
brevity, the Π-strategy). With the help of this Π-strategy, necessary and
sufficient conditions for completing the pursuit game are obtained, and for
this case a set of capture points or a set of attainability of the evader in the
pursuit game is constructed. For solving the problem with a “Life line” in
favor of the pursuer we prove the monotonically decreasing (by inclusion)
relative to time of this set of attainability.
Keywords: differential game, pursuer, evader, strategy, pursuit, attainabil-
ity domain, ball of Apollonius, life line.

1. Introduction

Differential games are a special kind of problems for conflict-controlled dynamic
systems described by differential equations. The concept of “Differential game” first
appeared in a series of classified works by the American mathematician R. Isaacs
on the project of the RAND Corporation (USA), completed in the early 50s of the
20th century. Research by R. Isaacs was published in 1965 in the form of a mono-
graph (Isaacs, 1965), which considered a number of applied problems and proposed
general ideas, which are mainly based on game-theoretic and variational methods of
solution. Further, L.D. Bercovitz, W.H. Fleming, A. Friedman, Y. Ho, A. Bryson,
S. Baron, O. Hajek, R.J. Elliott, N.J. Kalton, L.S. Pontryagin, N.N. Krasovskii,
B.N. Pshenichnii, L.A. Petrosyan and many other followers developed the ideas of
R. Isaacs.

The book by R. Isaacs remains today a pointer to the main path to solving many
interesting problems in the theory of differential games. One of these problems is the
Differential game with a “Life line” (Problem 9.5.1, (Isaacs, 1965)), where some sub-
set in the space under consideration is given, which is called the “Life line”. The goal
of the escaping player is to cross this “Life line” before being caught by the pursuer.
In the works (Isaacs, 1965, Petrosjan, 1993, Azamov, 1986, Azamov et al., 2011,
Sun et al., 2017, Garcia et al., 2019, Weintraub et al., 2020, Samatov et al., 2022)
it is shown that for a simple pursuit game, i.e., when the players carry out their
movements without inertia and the speed of the pursuer is greater than that of the
https://doi.org/10.21638/11701/spbu31.2024.01
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evader, then the boundary of the meeting area of the players is the circle of Apollo-
nius. Further, in the papers (Petrosjan, 1993, Azamov, 1986, Azamov et al., 2011,
Weintraub et al., 2020) it is shown that the evader can reach any interior point of
this Apollonius ball and remain uncaught by the pursuer. However, if the pursuer
uses a parallel approach strategy (Π-strategy), which intercepts the evader, the
capture can be carried out inside or on the boundary of this ball with an arbi-
trary action of the evader. Of particular note is the use of the Π-strategy in games
with many players in pursuit problems (Petrosjan, 1993, Petrosyan et al., 2012,
Weintraub et al., 2020, Pshenichnii, 1976, Satimov, 2019, Samatov, 2013a) and its
ability to generalize to more general classes (e.g., (Sun et al., 2017, Grigorenko, 1990,
Chikrii, 1997, Munts et al., 2019, Samatov et al., 2019) and others).

In the future, with the help of Π-strategies in the papers (Azamov et al., 2011,
Samatov et al., 2020, Samatov et al., 2021b, Samatov, 2013b, Samatov, 2014) the
Isaacs problem the Differential game with the “Life line” was studied for the case
with various constraints on the players’ controls. In these papers, interesting results
were obtained for the boundaries of the maximum attainability domain of an evader.
For example, in (Samatov, 2013b) it is shown that when the evader’s control is
selected from class L∞, i.e., out of the set of all measurable functions, the value of
which does not exceed a certain number, but the pursuer’s control from the class L2,
i.e., from the space of quadratically integrable functions, then it turns out that the
boundary of the reachable area of the evader is Descartes’ Oval or Pascal’s Snail’s
Loop. In the case when the controls of both players are chosen from the same class
L2, then in (Azamov et al., 2011) it is shown that the maximum reachable area of
the evader is also the Apollonian ball.

As early as in the book by R. Isaacs (Isaacs, 1965) it was noted that the Π-
strategy of the pursuer provides the best convergence of players in the case of
inertial-free motion of the players. However, the application of this effective strat-
egy for the case with the inertial motions of the players remained unaffected. In
this paper, we consider the pursuit problem when the players carry out their move-
ments with the help of accelerating controls, and the Π-strategy is used to solve
the problem, which allows the best convergence of the players. It is shown that
here, using this strategy, the pursuer captures the evader in the set consisting of
combinations of two Apollonius balls. The first ball of Apollonius is formed us-
ing the initial states of the players, and the second from their initial velocities.
In turn, the above-mentioned Differential game with the “Life line” of R. Isaacs
is also considered from the point of view of the pursuer. The work is a develop-
ment of the works (Isaacs, 1965, Petrosyan, 1965, Petrosyan, 1967, Azamov, 1986,
Azamov et al., 2011, Samatov et al., 2022, Pshenichnii, 1976, Bakolas, 2014).

2. Formulation of the Problem

Let us assume that in the space IRn the controlled player P, called the Pursuer,
is chasing another controlled player E, called the Evader. Denote by x the location
of the Pursuer, and by y that of the Evader in IRn. In this section, we consider the
pursuit game when the players’ motions are expressed by the equations

ẍ = kx+ u, x(0) = x10, ẋ(0) = x20, (1)

ÿ = ky + v, y(0) = y10, ẏ(0) = y20, (2)
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respectively, where x, y, u, v ∈ IRn, n ≥ 2, k > 0; x10, y10 are the initial positions,
and x20, y20 are the initial velocity vectors of the objects; it is assumed x10 ̸= y10;
u, v are the acceleration vectors that serve as control parameters of the objects.
In this case, the temporal change in the vector u must be a measurable function
u(·) : [0,+∞) → IRn, for which imposes a geometrical constraint of the form

|u(t)| ≤ α for almost all t ≥ 0, (3)

where α is a positive parametric number denoting the maximum value of Pursuer’s
acceleration.

Similarly, the temporal change of the vector v must be a measurable function
v(·) : [0,+∞) → IRn, for which a geometrical constraint of the form

|v(t)| ≤ β for almost all t ≥ 0, (4)

where β is a non-negative parametric number, which means the maximum value of
Evader’s acceleration.

Note 1. In (3) and (4) as the norms of the control vectors u and v we will consider
the usual Euclidean norm, i.e., |u| =

√
u21 + u22 + · · ·+ u2n, where u1, u2, . . . , un

are the coordinates of u in the space IRn, and |v| =
√
v21 + v22 + · · ·+ v2n, where

v1, v2, . . . , vn are the coordinates of v in the same space IRn.

A measurable function u(·) satisfying condition (3) will be called an admissible
Pursuer’s control, and the set of all such controls will be denoted by U. A measurable
function v(·) satisfying condition (4) will be called admissible Evader’s control, and
the set of all such controls will be denoted by V.

By virtue of equations (1)–(2), every triple (x10, x20, u(·)), where u(·) ∈ U, and
(y10, y20, v(·)), where v(·) ∈ V, generate the trajectories of the players P and E

x(t) = x10 cosh
√
kt+

x20√
k
sinh

√
kt+

1√
k

t∫
0

u(s) sinh
√
k(t− s)ds, (5)

y(t) = y10 cosh
√
kt+

y20√
k
sinh

√
kt+

1√
k

t∫
0

v(s) sinh
√
k(t− s)ds, (6)

respectively.
Assume that a closed subset M called the “Life line” is given in IRn. The main

target for Pursuer P is to catch Evader E, i.e., to obtain the equality x(t∗) = y(t∗)
at some t∗ > 0 while Evader E stays in the zone IRn\M. The main goal for Evader E
is to reach the zone M before being caught by Pursuer P or to sustain the relation
x(t) ̸= y(t) for each t ∈ [0,+∞), and if this is not possible, then maximize the
capture time. We need to remark that the zone M does not choke off the motion of
Pursuer P. In addition, it is supposed that the initial positions x10, y10 satisfy the
conditions x10 ̸= y10 and y10 ̸∈ M at the beginning of the pursuit game (1)–(4).

In the future, when solving the pursuit problem using the strategy of parallel ap-
proach (velocities, the objects themselves), the following denotations is introduced:
z = x−y, z10 = x10−y10, z20 = x20−y20. Then system (1)–(2) reduces to the form

z̈ = kz + u− v, z(0) = z10, ż(0) = z20, (7)
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where z10 is the difference between the initial states, and z20 is the difference between
the initial speeds of the players. In this case, when choosing admissible controls
u(·) ∈ U and v(·) ∈ V, the solution of the equation (7) will have form

z(t) = z10 cosh
√
kt+

z20√
k
sinh

√
kt+

1√
k

t∫
0

(u(s)− v(s)) sinh
√
k(t− s)ds. (8)

Now, with the new notation introduced above, we first consider only the pursuit
problem, without phase constraints. Let the Pursuer’s goal is to achieve the equality
z(t) = 0 from the given initial states z10 and z20 in the shortest time t, and the goal
of the Escaper is to achieve the inequality z(t) ̸= 0 for all t ≥ 0.

We will show a solution to the pursuit game with the “Life line” M based on
the given initial states z10 and z20 under the following consideration: the vectors
z10 and z20 are collinear, i.e., there exists a finite number m, m ∈ IR, such that

z20 = mz10. (9)

3. The Obtained Results

3.1. Solution of the Pursuit Game
Definition 1. Let α ≥ β. Then we call the function

u(v, e10) = v − fr(v, e10)e10 (10)

a Π-strategy of Pursuer P in pursuit game (7) with condition (9), where

fr(v, e10) = ⟨v, e10⟩+
√

⟨v, e10⟩2 + α2 − |v|2, e10 = z10/|z10|, (11)

and u(v(t), e10), t ≥ 0 – realization of the Π-strategy for any v(·), v(·) ∈ V, and
⟨v, e10⟩ denotes the inner product of vectors v and e10 in IRn, and |z10| is the
Euclidean norm of the vector z10 in the space IRn.

In differential games theory, a scalar function fr(v, e10) in (9) is mainly called
the resolving function (Azamov, 1986, Pshenichnii, 1976, Chikrii, 1997).

It is easy to check that, for α ≥ β, functions (10) and (11) are defined and
continuous for all v, |v| ≤ β, and moreover, the function (10) satisfies the equality
|u(v, e10)| = α.

Definition 2. Π-strategy (10) is called winning for Pursuer P on the time interval
[0, TP] if, for any v(·), v(·) ∈ V:

a) there exists such a time t∗ ∈ [0, TP] that z(t∗) = 0;
b) u(v(·), e10) ∈ U on the time interval [0, t∗].

In this case, the number TP is called a guaranteed pursuit or capture time.

Theorem 1. Let: a) α > β and m < α−β√
k|z10|

−
√
k or b) α = β and m < −

√
k.

Then Π-strategy (10) is winning on the time interval
[
0, TP

]
in pursuit game (7)

with condition (9), where

TP =


1√
k
ln

α−β+
√[

(m2−k)|z10|2+2(α−β)|z10|
]
k

α−β−(
√
k+m)

√
k|z10|

 if α > β, m < α−β√
k|z10|

−
√
k,

1√
k
ln
√√

k−m√
k+m

if α = β, m < −
√
k.
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Proof. Let the Evader choose an arbitrary control v(·) ∈ V, and let the Pursuer
implement Π-strategy (10). Then by virtue of (8), we have

z(t) = z10 cosh
√
kt+

z20√
k
sinh

√
kt− e10√

k

t∫
0

fr(v(s), e10) sinh
√
k(t− s)ds.

From here and from condition (9) we find

z(t) = F
(
t, vt(·), e10

)
z10, (12)

where vt(·) = {v(s) : 0 ≤ s ≤ t} and

F
(
t, vt(·), e10

)
= cosh

√
kt+ m√

k
sinh

√
kt

− 1√
k|z10|

t∫
0

fr(v(s), e10) sinh
√
k(t− s)ds.

(13)

Let us estimate the function F
(
t, vt(·), e10

)
by vt(·) ∈ V from above. Then from the

lemma on the minimum in the elementary optimal control problem (see Alekseev
et al., 1979, p. 360) we have

F
(
t, vt(·), e10

)
≤ cosh

√
kt+ m√

k
sinh

√
kt

− 1√
k|z10|

minv(·)∈V
t∫
0

fr(v(s), e10) sinh
√
k(t− s)ds

≤ cosh
√
kt+ m√

k
sinh

√
kt− 1

k|z10|
(
cosh

√
kt− 1

)
min|v|≤β fr(v, e10).

Since, min|v|≤β fr(v, e10) = α− β, then from the last inequality we attain

F
(
t, vt(·), e10

)
≤ F (t), (14)

where F (t) = cosh
√
kt + m√

k
sinh

√
kt − α−β

k|z10|
(
cosh

√
kt − 1

)
. Now, analyze the

function F (t) for t, t ≥ 0. It is immediate that F (0) = 1. Further, under the
conditions a) and b) of the theorem it is not difficult to verify

lim
t→+∞

F (t) = −∞.

From this analysis, it easily proceeds that F (t) vanishes at some value of t, t ≥ 0.
Hence, by solving an equation F (t) = 0 we get its positive root t = TP, which is
of the form given in the theorem. For this reason and by (14) we assert that there
exists some finite time t∗ ≤ TP producing F

(
t∗, vt∗(·), e10

)
= 0. Therefore, equality

(12) states that z(t∗) = 0, which concludes the proof of the theorem. ⊓⊔

3.2. Attainability Domain of Evader E in the Pursuit Game
By virtue of Theorem 1, if α > β, then using Π-strategy (10) the Pursuer

captures the Evader at some point in the space IRn. For the case under consideration,
we find a set of points of “meeting” of the players.

Let the triple
(
y10, y20, v(·)

)
, v(·) ∈ V, generate Evader’s trajectory in the form

(6), and let the triad
(
x10, x20,u(v(·), e10)

)
, u
(
v(·), e10

)
∈ U, give rise to Pursuer’s

trajectory (see (5)) in the form

x(t) = x10 cosh
√
kt+

x20√
k
sinh

√
kt+

1√
k

t∫
0

u
(
v(s), e10

)
sinh

√
k(t− s)ds,
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where t ∈ [0, t∗], and t∗ – a moment of the “meeting” of the players, i.e., x(t∗) =
y(t∗). For each pair (x(t), y(t)) in the time interval [0, t∗], we define a set of the form

W(x(t), y(t)) = {w : β|w − x(t)| ≥ α|w − y(t)|} . (15)

From Theorem 1 we have |y(t)−x(t)| ≥ 0 in the interval [0, t∗]. From here and from
the form of W(x(t), y(t)) we obtain

y(t) ∈ W(x(t), y(t)) (16)

for all t ∈ [0, t∗]. It is easy to calculate that the boundary of the set W(x(t), y(t))
is the Apollonian sphere centered at C(z(t)) and of radius at R(z(t)), where

C(z(t)) = x(t)− α2z(t)

α2 − β2
, R(z(t)) =

αβ|z(t)|
α2 − β2

.

Let us mention the following statements for W
(
x(t), y(t)

)
, which are substanti-

ated in much the same way in the works Azamov, 1986, Samatov et al., 2021a.

Proposition 1. (15) can be characterized as

W
(
x(t), y(t)

)
= x(t) + F

(
t, vt(·), e10

)(
W(x10, y10)− x10

)
, (17)

where F
(
t, vt(·), e10

)
is stated in (13) and

W(x10, y10) = x10 −C(z10) +R(z10)S, (18)

C(z10) =
α2z10
α2 − β2

, R(z10) =
αβ|z10|
α2 − β2

, (19)

and S is the unit ball centred at the origin in IRn.

Now consider a multi-valued mapping of the form

W∗(x(t), y(t), t) = W(x(t), y(t)) + sinh
√
kt√

k
(mx10 − x20)

−
(
cosh

√
kt+ m√

k
sinh

√
kt
)
W(x10, y10).

(20)

Theorem 2. (Petrosyan type theorem). The multi-valued mapping W∗(x(t), y(t), t)
is monotonically decreasing with respect to inclusion in time t, t ∈ [0, t∗], i.e., if
t1, t2 ∈ [0, t∗] and t1 < t2, then W∗(x(t2), y(t2), t2) ⊂ W∗(x(t1), y(t1), t1).
Proof. It is a simple matter to show that (4) is equivalent to

|v(t)|2 ≤ α2

α2 − β2

(
α2 − |v(t)|2

)
. (21)

It can be verified that (11) is equivalent to

α2 − |v(t)|2 = fr
(
v(t), e10

)[
fr
(
v(t), e10

))
− 2⟨v(t), e10⟩

]
. (22)

Substituting the right-side of (21) in that of (20) and expanding the brackets gives

|v(t)|2 + 2β2⟨v(t), e10⟩
α2 − β2

fr
(
v(t), e10

)
≤ β2

α2 − β2
f2r
(
v(t), e10

)
. (23)
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Adding the term
(
β2fr

(
v(t),e10

)
e10

α2−β2

)2

to both sides of (23) and simplifying the ob-

tained result gives∣∣∣∣v(t) + β2

α2 − β2
fr
(
v(t), e10

)
e10

∣∣∣∣ ≤ αβ

α2 − β2
fr
(
v(t), e10

)
. (24)

Applying the obvious inequation〈
v(t) +

β2

α2 − β2
fr
(
v(t), e10

)
e10, ψ

〉
≤
∣∣∣∣v(t) + β2

α2 − β2
fr
(
v(t), e10

)
e10

∣∣∣∣ ,
which is reasonable for arbitrary ψ ∈ IRn, |ψ| = 1, to the left-side of (24) we take〈

v(t) +
β2

α2 − β2
fr
(
v(t), e10

)
e10, ψ

〉
≤ αβ

α2 − β2
fr
(
v(t), e10

)
. (25)

Multiplying both sides of (25) by cosh
√
k(t− s), where 0 ≤ s ≤ t, 0 ≤ t ≤ t∗, yields〈(

v(s) + β2

α2−β2 fr
(
v(s), e10

)
e10

)
cosh

√
k(t− s), ψ

〉
≤ αβ cosh

√
k(t−s)

α2−β2 fr
(
v(t), e10

)
.

Integrating both sides of the latest inequation in the interval
[
0, t
]
, where 0 ≤ t ≤ t∗,

poses
t∫
0

〈(
v(s) + β2

α2−β2 fr
(
v(s), e10

)
e10

)
cosh

√
k(t− s), ψ

〉
ds

≤ αβ
α2−β2

t∫
0

fr
(
v(s), e10

)
cosh

√
k(t− s)ds.

(26)

Using β2

α2−β2 = α2

α2−β2 − 1 and considering the forms in (10) and (19) we can trans-
form the left-side of (26) into

t∫
0

〈(
v(s) + β2

α2−β2 fr
(
v(s), e10

)
e10

)
cosh

√
k(t− s), ψ

〉
ds

=

〈
t∫
0

u
(
v(s), e10

)
cosh

√
k(t− s)ds, ψ

〉
+ ⟨C(z10),ψ⟩

|z10|

t∫
0

fr
(
v(s), e10

)
cosh

√
k(t− s)ds

(27)

and the right-side of (26) into

αβ
α2−β2

t∫
0

fr
(
v(s), e10

)
cosh

√
k(t− s)ds

= R(z10)
|z10|

t∫
0

fr
(
v(s), e10

)
cosh

√
k(t− s)ds.

(28)

From (26)–(28) it follows that 〈
t∫
0

u
(
v(s), e10

)
cosh

√
k(t− s)ds, ψ

〉
+ ⟨C(z10),ψ⟩−R(z10)

|z10|

t∫
0

fr
(
v(s), e10

)
cosh

√
k(t− s)ds ≤ 0.

(29)
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The multi-valued mapping W
(
x(t), y(t)

)
is, by and large, regarded as the ball

with center and radius changing in time. Thus, support function c
(
W
(
x(t), y(t)

)
, ψ
)

of W
(
x(t), y(t)

)
can be defined for any ψ ∈ IRn, |ψ| = 1 ((Blagodatskikh, 2001)),

and this enables to determine support function c
(
W∗(x(t), y(t), t), ψ) of the multi-

valued mapping W∗(x(t), y(t), t). Compute the t-derivative of c
(
W∗(x(t), y(t), t), ψ)

by the properties of support function ((Blagodatskikh, 2001), Property 1, p. 34;
Property 3, p. 35; Theorem 1, p. 67). So, from (13), (17), (18), (20), (29) we achieve
the following:

d
dtc
(
W∗(x(t), y(t), t), ψ)

= d
dtc
(
W(x(t), y(t)) + sinh

√
kt√

k
(mx10 − x20)

−
(
cosh

√
kt+ m√

k
sinh

√
kt
)
W(x10, y10), ψ

)
= d

dtc
(
x(t) + F

(
t, vt(·), e10

)(
W(x10, y10)− x10

)
, ψ
)

+ d
dt

(
sinh
√
kt√

k
(mx10 − x20)−

(
cosh

√
kt+ m√

k
sinh

√
kt
)
W(x10, y10), ψ

)
=
(√
k sinh

√
kt
)
⟨x10, ψ⟩+

(
cosh

√
kt
)
⟨x20, ψ⟩

+

〈
t∫
0

u
(
v(s), e10

)
cosh

√
k(t− s)ds, ψ

〉
+
(√

k sinh
√
kt+m cosh

√
kt
) (

R(z10)− ⟨C(z10), ψ⟩
)

+ ⟨C(z10),ψ⟩−R(z10)
|z10|

t∫
0

fr
(
v(s), e10

)
cosh

√
k(t− s)ds

+
(
m cosh

√
kt
)
⟨x10, ψ⟩ −

(
cosh

√
kt
)
⟨x20, ψ⟩

−
(√

k sinh
√
kt+m cosh

√
kt
) (

R(z10)− ⟨C(z10), ψ⟩
)

−
(√
k sinh

√
kt
)
⟨x10, ψ⟩ −

(
m cosh

√
kt
)
⟨x10, ψ⟩

=

〈
t∫
0

u
(
v(s), e10

)
cosh

√
k(t− s)ds, ψ

〉
+ ⟨C(z10),ψ⟩−R(z10)

|z10|

t∫
0

fr
(
v(s), e10

)
cosh

√
k(t− s)ds ≤ 0,

which concludes the proof.

From Theorem 2 and from (17), (20) the following statement is derived.

Property 1. W∗(x(t), y(t), t) ⊂ 2R(z10)S for all t ∈ [0, t∗].

Theorem 3. If α > β, then for all t ∈ [0, t∗] the following inclusion is valid:

y(t) ∈
(
cosh

√
kt+ m√

k
sinh

√
kt
)
W(x10, y10)

− sinh
√
kt√

k
(mx10 − x20) + 2R(z10)S.

(30)

Proof. Firstly, we should say that Theorem 2 implies

W∗(x(t), y(t), t) ⊂ W∗(x(0), y(0), 0),
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and thus, from (19) and from the property lSρ = S|l|ρ, l ̸= 0 ((Blagodatskikh, 2001),
p. 24) the following arise:

W(x(t), y(t)) + sinh
√
kt√

k
(mx10 − x20)

−
(
cosh

√
kt+ m√

k
sinh

√
kt
)
W(x10, y10) ⊂ W(x10, y10)−W(x10, y10)

= W(x10, y10) + (−1)W(x10, y10) = x10 −C(z10) +R(z10)S
−x10 +C(z10) +R(z10)S = 2R(z10)S,

or
W(x(t), y(t)) ⊂

(
cosh

√
kt+ m√

k
sinh

√
kt
)
W(x10, y10)

− sinh
√
kt√

k
(mx10 − x20) + 2R(z10)S.

(31)

It is clear from (16) that y(t) ∈ W(x(t), y(t)) for t, t ∈
[
0, t∗

]
, and accordingly, we

see the validity of (30) owing to (31). The proof is concluded. ⊓⊔

Property 2. In pursuit game (7) with condition (9), the attainability domain of
Evader E is the set WE, where

WE =
TP⋃
t=0

{(
cosh

√
kt+ m√

k
sinh

√
kt
)
W(x10, y10)

− sinh
√
kt√

k
(mx10 − x20) + 2R(z10)S

}
,

i.e., the trajectory of Evader E

yTP
(·) = {y(s) : 0 ≤ s ≤ TP}

does not leave the closed convex set WE.

Proof. The proof of Property 2 follows from Theorem 3. ⊓⊔

From Property 2 we achieve the following theorem.

Theorem 4. If the set WE doesn’t intersect with the zone M, then Pursuer P wins
in “Life line” game (7) with condition (9).

Proof. The proof arises instantly from Theorem 1, Theorem 2, Property 2.

4. Conclusion

The current work was designed to open up the efficacy of the Π-strategy in
differential pursuit game with the “Life line” for the rectilinear motions of players
P and E governing by the controls with geometric constraints.

In the pursuit game, the Π-strategy has been adopted, and necessary and suffi-
cient conditions of winning of player P have been identified.

Defining a support function of the multi-valued mapping and applying its prop-
erties we’ve found an explicit formula of the set of attainability of Evader E in the
pursuit game.

Finally, in the “Life line” problem, necessary and sufficient conditions of winning
of Pursuer P have been achieved by virtue of the monotonicity property by inclusion
in time for the set of attainability of Evader E.
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