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Abstract We consider a system that consists of a major electrical power
producer player (Public Power Corporation ~PPC) playing in infinite time
horizon, and minor players (power producers and consumers) remaining
in the system for finite time durations, which time durations are overlap-
ping. We study how they interact among themselves (horizontal interaction),
and with the major player respectively (vertical interaction), via their de-
cisions/strategies. We study a deterministic LQ version of the problem in
discrete time. In our previous work we employed the Nash equilibrium and
we studied the behavior of the system. In this paper we use the Stackelberg
equilibrium with the long-term players in the role of the Leader.
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1. Introduction

The work presented is motivated by the game between the Public Power Corpo-
ration (PPC) referred to as the major player and the many small producers/consu-
mers referred to as the minor ones. We choose to address here the role of the time
duration of the minor players (low power producers and consumers) which is small
relative to the time horizon of the major player (PPC).

We study a deterministic version of the problem in discrete time. The Nash
equilibrium was studied in (Kakogiannis and Papavassilopoulos, 2010) and (Kako-
giannis et al., 2010). Here the Stackelberg equilibrium is employed.

We consider the LQ case and since we are interested in strategies that survive
in a stochastic framework (Basar and Olsder, 1999; Papavassilopoulos, 1982) we use
feedback and closed loop strategies. We provide the solution for the general case
using the Ricatti equations. We provide some simple numerical examples for the
scalar case. We also assume that all minor players have the same cost function, act
during different time periods but for the same duration 7. This results to having
to solve a system with 7"+ 1 equations. Changing the values of the parameters
involved we can easily solve each time the system of the Riccati equations and find
the optimal controls-decisions and costs in every case for each player.

The Stackelberg solution we employ has a Closed Loop character for the Leader
and a Feedback Stackelberg character for the Followers, since Dynamic Program-
ming is used for deriving Followers’ decisions. See (Basar and Olsder, 1999), (Simaan
and Cruz, 1973a), (Simaan and Cruz, 1973b), (Fudenberg and Tirole, 1991) for more
explanations of these concepts. We intend to study this case where Dynamic Pro-
gramming is used for all the players and thus the Leader uses also a Feedback
Stackelberg strategy,in future work.
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2. Mathematical Formulation

The state equation is:

Trp+1 = Axy, + Boug + Biuik + Bouayp + Bausp+
+Bauay, + Bsusy (1)
k=0,1,23...

where z, is the state, uy is the control of the long term player (PPC) - Leader, w;
is the control of the minor players (clients or producers) — Followers at the i-th year
remaining in the system (i = 1 — 5). For example, a minor player who enters the
game at time k will use controls w1, Usk+1, Usk+2, Udk+3, Usk+4, cOrresponding to
times k, k+1, k+2, k+3, k+4. A, B; are given matrices of appropriate dimensions.
If the players are six the state equation is

Trpt+1 = Axy + Boug + Biuig + Bougy + Bausg+
+Bauay + Bsusy + Beusk
k=01,23...

and so on for 7 and 8 players.
The quadratic costs of the major player Jy and the minor players (J1l) who act
in the interval [ and (I 4 4) are:

o0

Jo=>_(«} Qowx+uf Rou)
0

4 (2)

T =Y (@ Qrtetier + iy gim Brtgernasn) + 2 Qi
k=0

The @Q’s are symmetric non negative matrices and the R’s are symmetric positive
defined matrices which are known. In our case we consider A, B, (0, and R constant.
We will consider linear strategies for all the players, which will be derived as follows.
Let ux, = Lox be the Leader’s strategy who is assumed to play this linear stationary
strategy throughout the game. Each minor player (Follower) who acts for a period
of length five, faces a Linear Quadratic problem where besides the Leader, several
other minor players (Followers) are also present. We assume that they all play
linear strategies in which case we can write the Ricatti equations that solve the
minor player’s problem. To derive the equations that provide the Li’s of the minor
player we proceed as follows. Consider for example the minor player who enters the
calendar year 30 (k = 30). He sees the following system (7)-(13) where in this first
equation (7) he acts as first year consumer/producer. The consumers/producers
who entered earlier act with the fixed laws Loxsg, L3xsg, Laxsg, Lsxsg

Tht1 = (A —+ B()LQ + BL2 + BL3 + BL4 + BL5)$k + B’uLk

3
= Axp+Buy g )

Similarly when he is at the second year he sees the following system

Th+2 = (A + BQLQ + BLl + BL3 + BL4 + BL5)$k + B’LL27k+1
= Asxp+1+Busg 41
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and the producers/consumers who entered earlier act with the fixed laws Lax3o,
Lsxsg, Lixsg, Lsxsp and so on.

Thus the whole system of equations that the minor player (Follower) who en-
tered the calendar year £ = 30 and stays for five years sees, is:

g1 = (A+ BoLo+ BLy + BL3 + BLy + BL5)xy + Buy i,

= Az + Buq i (5)
Tpyo = (A+ BoLo + BLy + BL3 + BLy + BLs)%j41 + Bug 41 (6)
= Aoxp41 + Bug 1
xpys = (A+ BoLo + BLy + BLy + BLy + BL5)%j42 + Bug 42 (7)
= A3xpyo + Bug i
Thta = (A + BoLo + BLy + BLy + BL3 + BL5)$k+3 + BU4’k+3 (8)
= Ayxpi3 + Bua jis
Tpys = (A+ BoLo + BLy + BLy + BL3 + BL4)% )44 + Bus jta 9)

= AsTp+a + Bus pya

For this system of equations (5)-(9) and the cost

4

T30 = Z($£+30+1 QfTk43041 + ua+1)(30+k)Rfu(k+1)(30+k)) +250Qr30  (10)
k=0

we derive the optimal policy by employing the Ricatti equations. It holds:
urr = Lizk, U2 k41 = LoZpy1, U3 kt2 = LaTrio

Ug k43 = LaTry3, Uspta = LsTpia

where the Li’s are given by the following system of equations.

Li = —(BT"KyB+ R)"'BTKyA, (11)
Ky = Al (K2 — K2B(B"KoB + R) " 'BTK2) A1 + Qy (12)
Ly = —(BTK3B+ R) 'BTK3A, (13)
Ky = A} (K3 — K3B(B'K3B + R)'BTK3)As + Qs (14)
L3 =—(BT"K,B+ R)'BTK, A3 (15)
K3 =AY (K, — K4B(B'K4B + R)"'BTK,)A3 + Q; (16)
Ly=—(B"KsB+ R)'BTK;sA,4 (17)
K, = Al (Ks — KsB(B"KsB + R)"'BTK5) Ay + Qy (18)
Ls = —(BT"K¢B+ R) 'BTKgAs (19)
Ks = AL (K¢ — KeB(B'K¢B + R) " 'BT K¢)As + Qy (20)
Ko =Qy (21)
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Since the other Followers use a similar rational, the Li’s used by them and are
present in the of (5)-(9) are identified with the Li’s of the player under consideration
derived in (11)-(21). The total cost of a minor player who entered the system at
year 30 is:

J30* = xgolego (22)

Notice that we consider linear no memory strategies. We know that may exist
other solutions, which are not necessarily linear and may have memory. We know
nonetheless (Selten and (Basar and Olsder, 1999)) that these solutions disappear in
the presence of noise.

The Leader’s cost ,can be found as follows:

A=A+ BygLy+ BLy+ BL3+ BLs+ BLj (23)

wp = (A)Fxg (24)

Jo = Z a:OT(ZT)kQO(Z)kxo + (Lozk)" Ro(Lowk) (25)

Jo =2 S (A ) (Qo + LT RoLo)(A" )*a (26)
k=0

The Leader’s problem is to minimize (26) subject to the constraints (11)-(21)
and (24). It is obviously a difficult nonlinear programming problem. It should be
noted that the Leader’s strategy is not derived by the Dynamic Programming Al-
gorithm and thus it cannot be considered as a Feedback Stackelberg Strategy, as
defined in (Simaan and Cruz, 1973a), (Simaan and Cruz, 1973b), (Basar and Olsder,
1999). On the other hand, the Followers’ Strategies obey Dynamic Programming
since they were derived using the Ricatti equations formalism , and thus can be
called Feedback Stackelberg Strategies.

3. Numerical Study

In this section we present some numerical results for the scalar case and study
the optimal cost of the Leader for several values of the parameters. We consider the
matrices A, B, Qo, Qf, R as constant scalars a, b, qo, g5, r. We take the R’s and
the B’s to be equal to 1. We also take the initial condition equal to 1.

After some transformations we created the following scalar equations ,where the
xi’s, stand for the Ki’s, i=0,1,...5:
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5 = g (27)
Ty =qf + A2($5 + 22) (28)
w3 =qp+ A (244 23) (29)
o= qp+ A (23 + 23) (30)
21 = qf + A (ws + 23) (31)
— a
P— 2
1+ S5+ x (3 )
S=x1+x2+ 23+ 24+ 25 (33)
a
mo==-1-8 (34)
Jo=Y (qoa} +u}) (35)
1
Jo = (QO + 332)—_ (36)
0 1 _ AQ

The quantity A in (32) is actually the closed loop matrix of the system which
has to be stable, i.e. —1 < A < 1 .The problem for the Leader is to minimize
Jo subject to the constrains (27)-(32) where all the zq, x1, =2, =3, 24, 5, A are
unknowns.

A way of solving this system is to use Lagrange Multipliers and append the
constrains to the cost.

We will present a quicker way based on a plot of the cost of the Leader versus
the policy gain, (here it is the x¢), from where the optimal policy gain and cost of
the Leader can be found. For fixed values of a, qo, ¢ and initial condition 1 we do
the following. We take a value of A € (—1,1) for

example A = 0.3. For (27)-(32) we find the values for 2 and Jo. We do that for
several values of A € (—1,1) and plot Jy — zo.

We present some runs and numerical results. Then we present 4 plots of Jy
(vertical) versus x¢ (horizontal) from which the best choice of the Leader’s gain and
his best cost are easily found. The values of a, go and ¢y used in these plots are
given below.
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Numerical Results - Plots:

Case of plot 1:

a | 20.00 | 20.00 | 20.00 | 20.00 | 20.00 | 20.00 | 20.00 | 20.00 | 20.00

qo| 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

qf| 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10

A| -090 | -0.80 | -0.70 | -0.60 | -0.50 | -0.40 | -0.30 | -0.20 -0.10

x1| 0.54 0.33 0.22 0.17 0.14 0.12 0.11 0.10 0.10

x2| 0.39 0.28 0.21 0.17 0.14 0.12 0.11 0.10 0.10

x3| 0.28 0.23 0.19 0.16 0.14 0.12 0.11 0.10 0.10

x4| 0.19 0.17 0.15 0.14 0.13 0.12 0.11 0.10 0.10

x5 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10

xo| -24.73 | -27.11 | -30.44 | -35.07 | -41.64 | -51.58 | -68.21 | -101.52 | -201.50

S| 1.51 1.11 0.87 | 0.73 0.64 0.58 0.54 0.52 0.50

Jo0[3224.04|2043.58|1819.38(1922.76|2313.35/3168.72(5113.81|10736.41{41015.19

a| 20.00 20.00 | 20.00 | 20.00 | 20.00 | 20.00 | 20.00 | 20.00 | 20.00

qo| 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

qf| 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10

Al 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90

x1| 0.10 0.10 0.11 0.12 0.14 0.17 0.22 0.33 0.54

x2| 0.10 0.10 0.11 0.12 0.14 0.17 0.21 0.28 0.39

x3| 0.10 0.10 0.11 0.12 0.14 0.16 0.19 0.23 0.28

x4| 0.10 0.10 0.11 0.12 0.13 0.14 0.15 0.17 0.19

x5/ 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10

xo| 198.50 | 98.48 | 65.12 | 48.42 | 38.36 | 31.60 | 26.70 | 22.89 | 19.71

S| 0.50 0.52 0.54 0.58 0.64 0.73 0.87 1.11 1.51

Jo|39799.4810103.81|4661.63|2792.01(1963.17|1561.96{1399.58|1458.82|2050.86

Plotl:a=120,q9,=1,4,=0.1
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Case of plot 2:

a| 2.00 |2.00| 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 2.00
qo| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 1.00 1.00
qf| 0.10 | 0.10| 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 0.10
Al -0.90 |-0.80|-0.70 | -0.60 | -0.50 | -0.40 | -0.30 | -0.20 | -0.10

x1| 054 | 033 0.22 | 0.17 | 0.14 | 0.12 | 0.11 0.10 0.10
x2| 039 |028)| 021 | 0.17 | 0.14 | 0.12 | 0.11 0.10 0.10
x3| 0.28 | 023 0.19 | 0.16 | 0.14 | 0.12 | 0.11 0.10 0.10
x4 0.19 | 0.17| 0.15 | 0.14 | 0.13 | 0.12 | 0.11 0.10 0.10
x5/ 0.10 | 0.10| 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 0.10
xo| -4.73 |-4.61| -4.73 | -5.07 | -5.64 | -6.58 | -8.21 | -11.52 | -21.50
S| 151 |1.11| 0.87 | 0.73 | 0.64 | 0.58 | 0.54 | 0.52 0.50
Jo| 123.01 | 61.69| 45.84 | 41.65 | 43.77 | 52.77 | 75.16 | 139.24 | 468.12

a| 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00
qo| 1.00 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00
qf| 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10
A| 010 | 0.20 | 0.30 | 0.40 | 0.50 | 0.60 | 0.70 | 0.80 | 0.90

x1| 0.10 | 0.10 | 0.11 | 0.12 | 0.14 | 0.17 | 0.22 | 0.33 | 0.54
x2| 0.10 | 0.10 | 0.11 | 0.12 | 0.14 | 0.17 | 0.21 | 0.28 | 0.39
x3| 0.10 | 0.10 | 0.11 | 0.12 | 0.14 | 0.16 | 0.19 | 0.23 | 0.28
x4| 0.10 | 0.10 | 0.11 | 0.12 | 0.13|0.14| 0.15| 0.17 | 0.19
x5/ 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10
xo| 18.50 | 848 | 5.12 | 3.42 | 2.36 | 1.60 | 0.98 | 0.39 |-0.29
S| 050 | 0.52 | 0.54 | 0.58 | 0.64]|0.73|0.87|1.11 1.51
Jo| 346.55 | 75.98 | 29.95 | 15.10 | 8.75 | 5.57 | 3.86 | 3.21 | 5.69

Plot2:a=2,q9,=1,q,=0.1
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Case of plot 3:

ol 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 2.00 2.00
qo| 5.00 | 5.00 | 5.00 | 5.00 | 5.00 | 5.00 | 5.00 5.00 5.00
qf|( 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 0.10
A| -0.90 | -0.80 | -0.70 | -0.60 | -0.50 | -0.40 | -0.30 | -0.20 | -0.10
x1| 054 | 033 | 0.22 | 0.17 | 0.14 | 0.12 | 0.11 0.10 0.10
x2| 0.39 0.28 | 0.21 | 0.17 | 0.14 | 0.12 | 0.11 0.10 0.10
x3| 0.28 0.23 | 0.19 | 0.16 | 0.14 | 0.12 | 0.11 0.10 0.10
x4| 0.19 0.17 | 0.15 | 0.14 | 0.13 | 0.12 | 0.11 0.10 0.10
x5 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 0.10
xo| -4.73 | -4.61 | -4.73 | -5.07 | -5.64 | -6.58 | -8.21 | -11.52 | -21.50
S| 1.51 1.11 | 0.87 | 0.73 | 0.64 | 0.58 | 0.54 | 0.52 0.50
Jo| 144.06 | 72.80 | 53.68 | 47.90 | 49.10 | 57.53 | 79.56 | 143.41 | 472.16
a| 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00
qo| 5.00 | 5.00 | 5.00 | 5.00 | 5.00 | 5.00 | 5.00 | 5.00 | 5.00
qf|( 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10
A| 0.10 | 0.20 | 0.30 | 0.40 | 0.50 | 0.60 | 0.70 | 0.80 | 0.90
x1| 0.10 | 0.10 | 0.11 | 0.12 | 0.14 | 0.17 | 0.22 | 0.33 | 0.54
x2/ 0.10 | 0.10 | 0.11 | 0.12 | 0.14 | 0.17 | 0.21 | 0.28 | 0.39
x3| 0.10 | 0.10 | 0.11 | 0.12 | 0.14 | 0.16 | 0.19 | 0.23 | 0.28
x4/ 0.10 | 0.10 | 0.11 | 0.12 | 0.13 | 0.14 | 0.15 | 0.17 | 0.19
x5 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10
xo| 1850 | 848 | 5.12 | 342 | 2.36 | 1.60 | 0.98 | 0.39 | -0.29
S| 050 | 052 | 0.54 | 0.58 | 0.64 | 0.73 | 0.87 | 1.11 | 1.51
Jo| 350.59 | 80.15 | 34.34 | 19.86 | 14.08 | 11.82 | 11.70 | 14.32 | 26.74

Plot3:a=2,q9,=5,4,=0.1
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a| 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00
qo| 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
qf| 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50
A| -0.90 -0.80 | -0.70 | -0.60 | -0.50 | -0.40 | -0.30 | -0.20 | -0.10
x1| 46.66 | 10.87 | 3.33 1.46 0.90 0.68 0.58 0.53 0.51
x2| 7.07 3.56 1.95 1.21 0.85 0.68 0.58 0.53 0.51
x3| 2.39 1.74 1.29 0.99 0.79 0.66 0.58 0.53 0.51
x4| 1.11 0.98 0.87 0.77 0.69 0.62 0.57 0.53 0.51
x5| 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50
xo| -60.94 | -21.15| -11.80 | -9.27 | -8.73 | -9.14 | -10.48 | -13.63 | -23.53
S| 57.72 | 17.65 7.94 4.93 3.73 3.14 2.81 2.63 2.53
Jo0|19553.76(1245.37| 275.05 | 135.73 | 102.87 | 100.59 | 121.78 | 194.49 | 560.29
a| 2.00 2.00 | 2.00 | 2.00|2.00| 2.00 | 2.00 | 2.00 2.00

qo| 1.00 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 1.00

qf| 0.50 0.50 | 0.50 | 0.50 { 0.50 | 0.50 | 0.50 | 0.50 0.50

A 0.10 0.20 | 0.30 | 0.40 { 0.50 | 0.60 | 0.70 | 0.80 0.90

x1| 0.51 0.53 | 0.58 | 0.68 {0.90 | 1.46 | 3.33 | 10.87| 46.66

x2| 0.51 0.53 | 0.58 | 0.68 [ 0.85| 1.21 | 1.95 | 3.56 7.07

x3| 0.51 0.53 | 0.58 | 0.66 | 0.79 | 0.99 | 1.29 | 1.74 2.39

x4| 0.51 0.53 | 0.57 | 0.62|0.69| 0.77 | 0.87 | 0.98 1.11

x5| 0.50 0.50 | 0.50 | 0.50 [ 0.50 | 0.50 | 0.50 | 0.50 0.50

xo| 16.47 | 6.37 | 2.85 | 0.86 |-0.73| -2.60 | -6.09 |-16.15| -56.50

S| 253 2.63 | 2.81 | 3.14 (3.73| 4.93 | 7.94 |17.65| 57.72

Jo| 275.00 | 43.34 | 10.05 | 2.08 | 2.04 | 12.12 | 74.62 |727.30{16806.52

Plot4:a=2,q,=1,q, =05
4. Conclusions

In our future search we intend to use the matrix Stackelberg equilibrium model
for the players and not only scalar form. Of interest is also the case where the time
duration of the short time players is a random variable taking values in a certain
interval. Similarly we can consider cases where the appearance of a small duration
player at each instant of time is itself a random event.
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