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Abstra
t This arti
le proposes using S
helling point as a re�nement of

Nash equilibrium. It also introdu
es an algorithm way to lo
ate S
helling

points in games. The paper shows that in pure 
oordination games and

games with signi�
ant proportion of 
oordination (and 
ertain proportion

of 
on�i
t), the algorithm proposed 
ould lo
ate the S
helling points. The

existen
e of a S
helling point means that the proportion of 
ommon inter-

ests versus 
on�i
t of interests has 
rossed a 
ertain threshold and there-

fore a 
ertain form of 
ooperation or 
oexisten
e is possible. Besides, using

S
helling point as a re�nement of Nash equilibrium narrows down the set of

equilibriums to only stable equilibriums as unstable equilibriums 
ould not

be S
helling points. Finally, the paper shows that the proposed approa
h


ould solve a larger set of games than the 
urrent approa
h based on Nash

equilibrium. For instan
e, it would be very di�
ult to solve multiple sided

in
omplete information games under the 
urrent approa
h based on Nash

equilibrium while the proposed approa
h 
ould readily solve multiple sided

in
omplete information games.

1. Introdu
tion

Von Neumann and Morgenstern (1944) is the �rst major work in games theory. It

established the �eld of 
ooperative games theory. Then 
ame John Nash (1951)'s

non-
ooperative games theory. Non-
ooperative games theory is now the prevalent

form of games theory used to analyze topi
s of interest in so
ial s
ien
es and man-

agement s
ien
es. The basi
 solution 
on
ept of non
ooperative games theory is

Nash equilibrium. But, there are many problems with the solution 
on
ept of Nash

equilibrium, su
h as the existen
e of too many equilibrium in
luding many whi
h

hardly make any sense and, the problem of interpreting the mixed strategy equilib-

rium. These problems prompted many debates and 
riti
s in
luding Nobel laureate

Aumann (1985)'s questioning �what is games theory trying to a
hieve?� Conse-

quently, there are many e�orts to re�ne the solution 
on
ept of the non-
ooperative

games theory as well as e�orts to sear
h for alternative equilibrium 
on
ept.

Non-
ooperative games theory is however not totally non 
ooperative as the

name implies, as pointed out by S
helling (1960). There are both elements of 
oop-

eration and 
on�i
t in nonzero sum games. Given the 
oexisten
e of both elements

of 
on�i
ts and 
ooperation, the key to the solutions to these games is on how to

a
hieve 
ooperation or 
oordination in the fa
e of the existen
e of 
on�i
t, argued

S
helling (1960). The existen
e of elements of 
on�i
ts means that 
ommuni
ation

might not be easy neither 
ould the other party to be trusted. Therefore, the 
on-


ept of fo
al point proposed by S
helling is useful and important and it 
ould lead

to 
oordination of the parties for better mutual bene�ts. A fo
al point is a point of
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onvergen
e of expe
tations or beliefs without 
ommuni
ation. Fo
al point is also

known as S
helling point given S
helling (1960)'s 
ontribution.

There are many resear
hes on the 
on
ept of S
helling point.

1 2

This paper pro-

poses an algorithm to lo
ate the S
helling point in games and use the S
helling point

as a re�nement for Nash equilibriums. The method proposed 
ould �nd the S
helling

point in non-zero sum games and use it as re�nement for Nash equilibriums (and

the many re�nements of Nash equilibrium) for nonzero sum games, in
luding games

with in
omplete information and sequential moves. The algorithm 
ould lo
ate the

S
helling point even in situations where the S
helling point is not Pareto dominant.

A S
helling point is where expe
tations or 
onje
tures 
onverge. Therefore, how


onje
tures are formed and updated a�e
ts the determination of S
helling points.

The algorithm proposed here has two key features. First is that it starts with the


onje
ture or assumption that all possible strategies are equally likely. The �rst order


onje
tures ea
h has a di�use uniform probability distribution fun
tion whi
h gives

equal probability to all possible a
tions. This is to avoid 
onvergen
e by assumption.

Se
ond is that it then uses iterative 
onje
tures to improve upon the �rst order


onje
tures until a 
onvergen
e is rea
hed, if there is a 
onvergen
e. The updating

of 
onje
tures is based upon game theoreti
 reasoning. The optimal strategies of the

players given the �rst order 
onje
tures formed the se
ond order 
onje
tures, and

the optimal strategies of the players given the se
ond round of 
onje
tures formed

the third order 
onje
tures, and so forth. Of 
ourse, statisti
al reasoning, espe
ially

updating by Bayes rule, are involved in the revising of information and 
onje
tures.

Se
tion 2 studies the simplest two player two a
tions simultaneous games of


omplete information. It shows that a S
helling point exists if the game has strong

elements of 
oordination or 
ommon interest, that is, if the game has a best response

equivalent identi
al interest game. Se
tion 3 illustrates the relationship between


ommon interest and S
helling point for a sequential in
omplete information game.

Se
tion 4 solves for the S
helling point of a sequential double sided in
omplete

information game to illustrate the point that S
helling point 
ould solve more games

that the 
urrent approa
hes based on Nash equilibrium. Se
tion 5 
on
ludes the

dis
ussions.

2. The algorithm

This se
tion introdu
es the algorithm that will sele
t the S
helling point in the

simplest 
ontext of two players and two a
tions 
omplete information simultaneous

games. This se
tion also illustrate on the relationship between 
ommon interest in

games and the existen
e of a S
helling point. Spe
i�
ally, this se
tion shows that for

two players and two a
tions 
omplete information simultaneous games, if a game

has a best response equivalent identi
al interest game, then at least a pure strategy

Nash equilibrium exists and therefore the game has a S
helling point. A S
helling

point is by its very nature a stable Nash equilibrium sin
e it is where 
onje
tures

or expe
tations 
onverge. A mixed strategy Nash equilibrium is not a stable Nash

equilibrium and therefore 
ould not be a S
helling point. A best-response equivalent

game is a transformation of a game whereby the payo� matrix of the original game is

1

Examples are Sugden (1995), Colman (1997) and Crawford, Gneezy, and Rottenstrei
h

(2008).

2

Refer to Teng (2013) for an earlier treatment of 
onvergen
e of 
onje
tures and Bayesian

updating in the pro
ess.
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transformed yet the rea
tion fun
tions are preserved so that the strategi
 nature of

the game is un
hanged.

3

An identi
al interest game has the spe
ial feature that the

payo�s of the players are the same. In an identi
al interest game, there is therefore

at least a natural fo
al point or S
helling point: the strategy that yields the highest

payo�.

4

In 
ontrast, zero sum games are stri
tly 
ompetitive games or pure 
on�i
t

games where there are no 
ommon interests at all. A zero sum game has the spe
ial

feature that the payo�s of one of the players are exa
tly the negative of the other

player. A zero sum game therefore naturally has no fo
al point or S
helling point.

A zero sum game 
ould not be represented by a best response equivalent identi
al

interest game and has only a mixed strategy Nash equilibrium. A mixed strategy

Nash equilibrium is unstable. Therefore, it 
ould be not a S
helling point arrived

by the 
onvergen
e of 
onje
tures approa
h.

First, we look at games with no pure strategy Nash equilibrium and only a mixed

strategy Nash equilibrium. Table 1 below gives the normal form representation of a

two player, two a
tion 
omplete information simultaneous game with only a mixed

strategy Nash equilibrium and no pure strategy Nash equilibrium.

Table 1.

1\2 L (y) R (1-y)

L (x) 1, 10 0, 30

R (1-x) 0, 50 5, 20

Table 2. No Convergen
e of Conje
tures

Order of

Conje
tures

x y

1 1/2 1/2

2 0 1

3 1 1

4 1 0

5 0 0

6 0 1

The 6

th
order 
onje
tures are the same as the 2

nd

onje
tures and the 
onje
tures

do not 
onverge. Table 3 gives the normal form representation of a best response

equivalent zero sum game of the game in Table 1. Proposition 1 generalizes the

Table 3.

1\2 L (y) R (1-y)

L (x) 2, -2 -10, 10

R (1-x) -3, 3 15, -15

insight from the above example.

Proposition 1. A two player two a
tion simultaneous move 
omplete information

game with only a unique mixed strategy Nash equilibrium and no pure strategy Nash

3

Morris and Ui (2004).

4

Carlsson and van Damme (1993).
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equilibrium 
ould be represented by a best-response equivalent zero sum game and


ould not be represented by a best-response equivalent identi
al interest game.

Proof. For the �rst part, suppose the game is represented by the following best-

response equivalent zero sum game: where a, b, c, d > 0.

Table 4.

1\2 L (y) R (1-y)

L (x) -a, a d, -d

R (1-x) 
, -
 -b, b

Note that having no pure strategy Nash equilibrium requires that c > −a,
b > −c, d > −b, a > −d whi
h 
ould be satis�ed given the assumptions and

involves no 
ontradi
tion.

For the se
ond part, suppose that there is an identi
al interest game that has no

pure strategy Nash equilibrium and has only a unique mixed strategy Nash equi-

librium. Without loss of generality, 
onsider the following identi
al interest game:

Assume that c > a, b > d, a > b and d > c for the absen
e of pure strategy equilib-

Table 5.

1\2 E(y) R(1-y)

M(w) a,a d,d

A (1-w) 
,
 b,b

rium. From the aforementioned inequalities we have a > b > d > c > a. Yet, the
above is self-
ontradi
tory. Q. E. D.

Next, we look at games with two pure strategy Nash equilibriums and a mixed

strategy Nash equilibriums. These games are at least partially 
oordination games

as the 
ore of the problem is often about how to 
oordinate the a
tions of the players

su
h that one of the pure strategy Nash equilibrium is sele
ted. All games with two

pure strategy Nash equilibriums and a mixed strategy Nash equilibrium 
ould be

transformed into identi
al interest games.

Table 6 below gives the normal form representation of a game with two pure

strategy Nash equilibriums and a mixed strategy Nash equilibrium. Table 7 below

Table 6.

1\2 E (y) R (1-y)

M (x) 0, -2 7, 0

A (1-x) 4, 2 6, 0

gives the best response equivalent identi
al interest game of the game in Table 6.

In Table 7, Player 1 playing A and Playing 2 playing E is the Pareto dominant

Table 7.

1\2 E (y) R (1-y)

M (w) 0, 0 5, 5

A (1-w) 8, 8 3, 3
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out
ome and therefore the natural S
helling point.

Proposition 2 generalizes the insight.

Proposition 2. A two player two a
tion simultaneous move 
omplete information

game with a mixed strategy Nash equilibrium and two pure strategy Nash equilibriums


ould be represented by a best-response equivalent identi
al interest game and 
ould

not be represented by a best-response equivalent zero sum game.

Proof. For the �rst part, suppose the game is represented by the following best-

response equivalent identi
al interest game: where a, b, c, d > 0. WLOG assume

Table 8.

1\2 U D

U a, a 
, 


D b, b d, d

that the two pure strategy Nash equilibriums are (U, U) and (D, D). The above

assumption requires that a>=
, a>=b, d>=
, d>=b whi
h 
ould be satis�ed given
the assumptions and involves no 
ontradi
tion.

For the se
ond part, suppose that there is a zero sum game that has two pure

strategy Nash equilibriums and a mixed strategy Nash equilibrium. Without loss of

generality, 
onsider the following zero sum game: where a, b, c, d > 0.

Table 9.

1\2 L R

L -a, a 
, -


R b, -b -d, d

Without loss of generality assume that (L, L) and (R, R) are the pure strategy

Nash equilibriums.

That requires −− a >= b,−d >= c, a >= −c and d >= −b.
So, from the above inequalities we have −a >= b >= −d >= c >= −a.
Note that ex
ept for the 
ase of −a = b = −d = c = −a whi
h 
ontradi
ts the

assumption that a, b, c, d > 0, the above inequalities are 
ontradi
tory. Q. E. D.

Next, we 
onsider games with only one pure strategy Nash Equilibrium. Su
h a

game has both pure 
on�i
t best response equivalent games and pure 
oordination

best response equivalent games. A good example is the famous prisoners' dilemma

game.

Proposition 3. If there is only one pure strategy Nash Equilibrium, then the game

has both pure 
on�i
t best response equivalent games and pure 
oordination best

response equivalent games.

Proof. Consider the identi
al interest game best-response equivalent �rst: where

a, b, c, d > 0.
(D, D) is the unique pure strategy Nash equilibrium if b > a, c > a, d > c, d > b.

The above lead to d > b, c > a whi
h has no 
ontradi
tions.

Now 
onsider the zero sum game best-response equivalent:

(D, D) is the unique pure strategy Nash equilibrium if b > −a, −c > a, −d > c,
d > −b. The above lead to b > −a, −d > c whi
h has no 
ontradi
tions. Q. E. D.
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Table 10.

1\2 Cooperate Defe
t

Cooperate a,a 
,


Defe
t b,b d,d

Table 11.

1\2 Cooperate Defe
t

Cooperate -a,a 
,-


Defe
t b,-b -d,d

Summing up proposition 1 to 3, we learn that a two player two a
tion simultane-

ous move 
omplete information game with at least a pure strategy Nash equilibrium


ould be represented by a best-response equivalent identi
al interest game. So exis-

ten
e of a pure strategy Nash equilibrium means that the game has the nature (at

least partially) of a 
oordination game (or identi
al interest game). Then S
helling

point is a good solution 
on
ept for su
h games.

Continue with our example of Table 6. We now solve it by looking for the

S
helling point through 
onvergen
e of 
onje
tures. Let the probability that player

1 plays M be x and the probability that player 2 plays E be y. The �rst order


onje
tures are Pr(x) = 1/2 and Pr(y) = 1/2.

Table 12.

Order of Conje
tures x y

1 1/2 1/2

2 0 1/2

3 0 1

4 0 1

Note that the third and fourth order 
onje
tures are the same, that is, the


onje
tures have 
onverged. The S
helling point is Player 1 plays A and Player 2

plays E, whi
h is also the Pareto dominant out
ome in Table 7 and the natural fo
al

point of the best response equivalent identi
al interest game.

3. A sequential in
omplete information game

Figure 1 below gives the extensive form representation of a pure 
oordination game.

There are 2 pure strategy perfe
t Bayesian equilibriums, both separating.

1. Type 1 player 1 plays R and type 2 player 1 plays L. Upon observing L player

2 plays U and upon observing R player 2 plays U.

2. Type 1 player 1 plays L and type 2 player 1 plays R. Upon observing L player

2 plays D and upon observing R player 2 plays D.

There are no o�-equilibrium beliefs. The se
ond equilibrium Pareto dominates

the �rst equilibrium and is the S
helling point.

To �nd the S
helling point by 
onvergen
e of 
onje
tures, let the probability

that type 1 sender plays L be a and the probability that type 2 sender plays L be

b. Let the probability that the re
eiver plays U when L is observed be x and the

probability that the re
eiver plays D when R is observed be y.
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Fig. 1.

Table 13.

Order ofConje
tures a b x y

1 1/2 1/2 1/2 1/2

2 0 1 1 1

3 0 1 1 1

The pro
ess of the 
onvergen
e of 
onje
tures is presented below: Figure 2 below

gives the extensive form of a pure 
on�i
t game and there is no pure strategy Perfe
t

Bayesian equilibrium nor S
helling point.

To �nd the S
helling point, let the probability that type 1 sender plays L be a

and the probability that type 2 sender plays L be b. Let the probability that the

re
eiver plays U when L is observed be x and the probability that the re
eiver plays
D when R is observed be y.

The pro
ess of the updating of 
onje
tures is presented below: Please note that

Table 14.

Order of Conje
tures a b x y

1 1/2 1/2 1/2 1/2

2 0 1 0 0

3 1 0 0 0

4 1 0 1 1

5 0 1 1 1

6 0 1 0 0
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Fig. 2.

the 6th order 
onje
tures are the same as those of the 2nd order. Therefore the

pro
ess does not 
onverge and there is no S
helling point.

S
helling point is useful in the solution of in
omplete information sequential

games with both elements of 
on�i
ts and 
oordination. An example is provided

below, the famous beer and qui
he game.

5

Figure 3 below gives the extensive form

of the game.

There are two perfe
t Bayesian equilibriums:

1. Both wimpy type sender and surly type sender play qui
he. Upon observing

qui
he, the re
eiver plays Not and, upon observing beer, the re
eiver plays

Duel. The o� equilibrium belief is q>0.5.
2. Both wimpy type sender and surly type sender play beer. Upon observing qui
he,

the re
eiver plays Duel and, upon observing beer, the re
eiver plays Not. The

o� equilibrium belief is p>0.5.

The se
ond equilibrium is ruled out by the intuitive 
riterion.

The S
helling point solution is presented below:

Let the probability that wimpy type sender 
hooses qui
he be x and the proba-

bility that surly type sender 
hooses qui
he be y. Let the probability that re
eiver
plays duel when qui
he is observed be u and the probability that the re
eiver plays

duel when beer is observed be v.

The S
helling point is equilibrium 1, the equilibrium sele
ted by the intuitive


riterion.

4. A two-sided in
omplete information game

This se
tion shows that S
helling point is a good way of solving more 
ompli
ated

games, su
h as games with multiple sided in
omplete information. Consider the two

5

Refer to Gibbon (1992) p. 238, �gure 4.4.3.
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Fig. 3.

Table 15.

Order of Conje
tures x y u v

1 1/2 1/2 1/2 1/2

2 1 0 0 0

3 1 0 1 0

4 0 0 1 0

5 0 0 1 0

sided in
omplete information game represented extensively in Figure 3. It is a pure


oordination game sin
e the payo�s of player 1 and player 2 are identi
al. Solving

by the 
on
ept of Perfe
t Bayesian Equilibrium is 
umbersome and gives multiple

equilibriums. In 
ontrast, solving by S
helling point is swift and results in a unique

equilibrium.

The four perfe
t Bayesian equilibriums of the above game are:

1. Drinker type player 2 plays wine. Teetotaler type player 2 plays wine. Upon

observing wine, drinker type player 1 plays a

ept. Upon observing tea, drinker

type player 1 plays reje
t. Upon observing wine, teetotaler type player 1 plays

a

ept. Upon observing tea, teetotaler type player plays reje
t.

2. Drinker type player 2 plays tea. Teetotaler type player 2 plays tea. Upon ob-

serving wine, drinker type player 1 plays reje
t. Upon observing tea, drinker

type player 1 plays a

ept. Upon observing wine, teetotaler type player 1 plays

reje
t. Upon observing tea, teetotaler type player plays a

ept.

3. Drinker type player 2 plays wine. Teetotaler type player 2 plays tea. Upon

observing wine, drinker type player 1 plays a

ept. Upon observing tea, drinker

type player 1 plays reje
t. Upon observing wine, teetotaler type player 1 plays

reje
t. Upon observing tea, teetotaler type player plays a

ept.
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Fig. 4.

4. Drinker type player 2 plays tea. Teetotaler type player 2 plays wine. Upon

observing wine, drinker type player 1 plays reje
t. Upon observing tea, drinker

type player 1 plays a

ept. Upon observing wine, teetotaler type player 1 plays

a

ept. Upon observing tea, teetotaler type player plays reje
t.

The S
helling point of the above game is PBE 3 whi
h Pareto dominates the

other three PBEs. To �nd the S
helling point of the game, let the probability that

drinker type player 2 plays wine be p. Let the probability that teetotaler type player

2 plays wine be q. Let the probability that upon observing wine drinker type player

1 plays a

ept be u. Let the probability that upon observing tea, drinker type player

1 plays a

ept be v. Let the probability that upon observing wine teetotaler type

player 1 plays a

ept be x. Let the probability that upon observing tea teetotaler

type player plays a

ept be y.

The solution by 
onvergen
e of 
onje
tures to arrive at the S
helling point is

presented below:
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Table 16.

Order of Conje
tures p q u v X y

1 1/2 1/2 1/2 1/2 1/2 1/2

2 1 0 1 1 1 1

3 1 0 1 0 0 1

4 1 0 1 0 0 1

5. Con
lusions

As pointed out by S
helling (1960), in many situations of strategi
 intera
tions,

there are both elements of 
on�i
t of interests and 
ommon interests. The key to

the solution of su
h situations is to 
oordinate a
tions so that 
ommon interests


ould be maximized despite 
on�i
t of interests. The 
onvergen
e of 
onje
tures

approa
hed introdu
ed here o�ers a way to �nd the S
helling point that 
ould

maximized 
ommon interests despite existen
e of 
on�i
t of interests. The solution


on
ept would also eliminate unstable Nash equilibriums as these 
ould not be the

point where 
onje
tures 
ould 
onverge. The solution 
on
ept also has the advantage

that it 
ould solve a larger set of games than the 
urrent approa
h based on Nash

equilibrium, su
h as multiple sided in
omplete information games.
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