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Abstrat This paper fouses on di�erent approahes for alulating har-

ateristi funtions in ooperative di�erential games with presribed and
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1. Introdution

In ooperative di�erential games the problem of the alulation of a harateris-

ti funtion (.f.) plays an important role sine the harateristi funtion allows

to obtain optimal (ooperative) solution of the game. The review and analysis of

di�erent methods for onstrution of .f. for ooperative games with so-alled neg-

ative externalities (see, e.g., Chander, 2007) in stati formulation was presented

in (Reddy and Zaour, 2016). Whereas in a dynami formulation the onstrution

of α-, δ- harateristi funtions (see, orrespondingly, Petrosjan and Danilov, 1982,

Petrosjan and Zaour, 2003) was analyzed in (Gromova and Petrosyan, 2017)

where a new approah to onstruting ζ-harateristi funtion was introdued (see
also (Petrosyan and Gromova, 2014) for the �rst referene in Russian). This paper

presents di�erent tehniques for harateristi funtion onstrution in ooperative

di�erential game with presribed (Petrosjan and Danilov, 1982) and random du-

ration as well. To illustrate our results we onsider the dynami game-theoretial

problem of pollution ontrol (Gromova, 2016) whih belongs to the lass of games

with negative externalities.

2. Di�erent tehniques of the harateristi funtion onstrution

Let Ki(·) and ui ∈ Ui ⊆ compRl be the payo� funtions and ontrols in a lassial

ooperative di�erential game of n players with presribed duration (Petrosjan and

Danilov, 1982). Assume that all standard restritions (Krasovskii and Subbotin,

1988) on the parameters, ontrols and trajetory funtion are satis�ed. To de�ne

the ooperative game we have to onstrut the harateristi funtion V (S, ·) for
⋆
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every oalition S ⊆ N in the game. The .f. in a ooperative game is a mapping

from the set of all possible oalitions:

V (·) : 2N → R, V (∅) = 0.

Note that the value of the .f. for the grand oalition N equals to V (N, ·).
The value V (S) is interpreted traditionally as the power of the oalition S. The

important property of a .f. is superadditivity:

V (S1 ∪ S2) ≥ V (S1) + V (S2), ∀S1, S2 ⊆ N, S1 ∩ S2 = ∅. (1)

The use of superadditive harateristi funtions in solving various problems in the

�eld of ooperative game theory in stati and dynami setting provides a number

of advantages (Gromova and Petrosyan, 2017).

There are several approahes to the onstrution of harateristi funtions (see

Neumann and Morgenstern, 1953, Reddy and Zaour, 2016, Petrosjan and Zaour,

2003, Gromova and Petrosyan, 2017). In this paper we shall fous on the α-, δ-, and
ζ-harateristi funtions and then introdue the new one named η−harateristi
funtion.

2.1. α-harateristi funtion

A lassial way to de�ne the .f. is to use the lower value of the zero-sum game

between the oalition S, ating as the �rst (maximizing) player and the oalition

N \S, ating as the seond (minimizing) player. This approah had been introdued
in (Neumann and Morgenstern, 1953) and now is alled α-harateristi funtion.

We have

V α(S, ·) =





0, S = {∅},
max
ui,

i∈S

min
uj,

j∈N\S

∑
i∈S

Ki(u1, . . . , un, ·), S ⊂ N,

max
u1,...un

n∑
i=1

Ki(u1, . . . , un, ·), S = N,

(2)

where max
ui,

i∈S

min
uj,

j∈N\S

is the lower value of the zero-sum game between the oalition S

and N \S with the payo� funtion

∑
i∈S

Ki(u1, . . . , un, ·). It was proved in (Petrosjan
and Danilov, 1982) that in general the α-harateristi funtion is superadditive.

2.2. δ-harateristi funtion

δ-harateristi funtion, (Petrosjan and Zaour, 2003), of a oalition S is on-

struted in two steps. First, we alulate the Nash equilibrium strategies for all

players. Seond, we �x (freeze) those strategies for players from N \ S while the

players from S seek to maximize their joint payo�

∑
i∈S

Ki(u1, . . . , un, ·).

V δ(S, ·) =





0, S = {∅},
max
ui, i∈S

uj=u
NE
j , j∈N\S

∑
i∈S

Ki(uS , u
NE
N\S , ·), S ⊂ N,

max
u1,...un

n∑
i=1

Ki(u1, . . . , un, ·), S = N.

(3)

In general, a δ-harateristi funtion is a non-superadditive funtion (see ex-

amples in (Gromova et al., 2017)).
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2.3. ζ-harateristi funtion

One of the novel approahes is to use a ζ-harateristi funtion, (Gromova and

Petrosyan, 2017). This .f. of oalition S is omputed in two stages: �rst, we �nd

optimal ontrols maximizing the total payo� of the players; next, the ooperative

optimal strategies are used by the players from the oalition S while the left-out

players from N \S use the strategies minimizing the total payo� of the players from

S. We have

V ζ(S, ·) =





0, S = {∅},
min

uj∈Uj , j∈N\S,

ui=u
∗
i , i∈S

∑
i∈S

Ki(u
∗
S , uN\S , ·), S ⊂ N,

max
u1,...,un,

ui∈Ui, i∈N

n∑
i=1

Ki(u1, . . . , un, ·), S = N,

(4)

where u∗ = {u∗i }i∈N is the pro�le of strategies for whih the maximal value of payo�

funtion is ahieved for all players, u∗S = {u∗i }i∈S .
The .f. de�ned in this way is in general superadditive (see Gromova and Pet-

rosyan, 2017). Note, that for the ase of ζ-harateristi funtion players from N \S
have ative reation while players from S just use the same strategies u∗i , i ∈ S as

they were use in the ase of total payo� maximization.

3. Game-theoretial model of pollution ontrol with presribed

duration

Consider a game-theoreti model of pollution ontrol based on the models published

in (Breton et al., 2005), see also (Gromova, 2016). There are 3 players (ompanies,
ountries) that partiipate in the game, N = {1, 2, 3}. Eah player has an industrial
prodution site. It is assumed that the prodution is proportional to the pollution

ui. Thus, the strategy of a player is to hoose the amount of pollutions emitted to

the atmosphere, ui ∈ [0; bi]. In this example the solution will be onsidered in the

lass of open-loop strategies ui(t) and Pontryagin's maximum priniple (PMP) is

applied (Pontryagin, 2018).

The dynamis of the total amount of pollution x(t) is desribed by following

equation

ẋ(t) =

3∑

i=1

ui(t).

The instantaneous payo� of i-th player is de�ned as:

R(ui(t)) = biui(t)−
1

2
u2i (t), i ∈ N.

Eah player has to bear expenses due to the pollution removal. Hene the in-

stantaneous payo� (utility) of the i-th player is equal to R(ui(t)) − dix(t), di ≥ 0.
The payo� of the i-th player is thus de�ned as

Ki(x0, T − t0, u1, u2, u3) =

∫ T

t0

((
bi −

1

2
ui

)
ui − dix

)
dt.
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We will assume additional regularity onstraints to be satis�ed: ∀i ∈ N bi ≥
DN(T − t0), where DN =

3∑
i=1

di.

3.1. Constrution of harateristi funtions

To �nd the pro�le of optimal strategies we have to solve the maximization problem

max
u1,u2,u3

3∑

i=1

∫ T

t0

((
bi −

1

2
ui

)
ui − dix

)
dt.

The Hamiltonian is

H(x, u, ψ) =

3∑

i=1

(
bi −

1

2
ui

)
ui −

3∑

i=1

dix+ ψ

3∑

i=1

ui,

its �rst order partial derivatives w.r.t. ui's are

∂H

∂ui
(x, u, ψ) = bi − ui + ψ, i = 1, 3.

The Hessian matrix is negative de�nite hene we onlude that Hamiltonian H
is onave w.r.t. ui.

∂2H

∂u2i
(x, u, ψ) = −1 < 0, i = 1, 3.

The adjoint equations and the related transversality onditions are





dψ
dt =

3∑
i=1

di,

ψ(T ) = 0.

We get the optimal ontrol

u∗(t) = (b1 −DN (T − t), b2 −DN (T − t), b3 −DN (T − t)). (5)

Given the initial onditions (t, x) the value of .f. for the grand oalition N an

be written as

V α(N, x(t), T − t) = V δ(N, x(t), T − t) = V ζ(N, x(t), T − t) =

= −DN(T − t)x(t) + 1
2 B̃N (T − t)− 1

2DNBN (T − t)2 + 1
2D

2
N (T − t)3,

(6)

where BN =
3∑
i=1

bi, B̃N =
3∑
i=1

b2i .

Now we have to alulate the value of the harateristi funtion for oalitions

of one and two players. Let us arry out some preliminary alulations.

For the ase of δ−.f. we have to �nd the Nash equilibrium. To �nd Nash equi-

librium strategies for this game one has to maximize the payo� for eah player i by
the ontrol ui in assumption that another players use �xed NE strategies

max
ui

∫ T

t0

((
bi −

1

2
ui

)
ui − dix

)
dt, i = 1, 2, 3.
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We apply the PMP to this maximization problem. The players' Hamiltonians

are

Hi(x, u, ψ) =
(
bi −

1

2
ui

)
ui − dix+ ψ

3∑

i=1

ui, i = 1, 3,

and their �rst order partial derivatives w.r.t. ui's are

∂Hi

∂ui
(x, u, ψ) = bi − ui + ψ, i = 1, 3.

The Hessian matries are negative de�nite hene we onlude that Hamiltonians

Hi are onave w.r.t. ui.

∂2Hi

∂u2i
(x, u, ψ) = −1 < 0, i = 1, 3.

The adjoint equations and the related transversality onditions are

{
dψ
dt = di,
ψ(T ) = 0.

We get the Nash equilibrium strategies

uNE(t) = (b1 − d1(T − t), b2 − d2(T − t), b3 − d3(T − t)). (7)

Aording (3) we have to solve the maximization problem, taking into aount

(7). We have:

max
ui,uj

uk=u
NE
k

∫ T

t0

((
bi −

1

2
ui

)
ui + (bj −

1

2
uj

)
uj − (di + dj)x

)
dt.

Following PMP we get

uSi = bi − (di + dj)(T − t), uSj = bj − (di + dj)(T − t). (8)

For the ase of α−, ζ− .f. (2), (4) we will have to solve the minimization problem

min
uk

∫ T

t0

((
bi −

1

2
ui

)
ui + (bj −

1

2
uj

)
uj − (di + dj)x

)
dt.

By using PMP we get

uk = bk. (9)

Aording to the de�nition of the α-.f. (2), to onstrut it we have to solve the
maximization problem with (9):

max
ui,uj

uk=bk

∫ T

t0

((
bi −

1

2
ui

)
ui + (bj −

1

2
uj

)
uj − (di + dj)x

)
dt.

Applying PMP in the same way we get

uSi = bi − (di + dj)(T − t), uSj = bj − (di + dj)(T − t). (10)
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Given the initial onditions (t, x) one an alulate the value of three above

mentioned harateristi funtions for oalitions of one and two players.

Considering (2), (9), (10) we obtain the value of a α−harateristi funtion:

V α({i}, x(t), T−t) = −di(T−t)x(t)+
1

2
b2i (T−t)−

1

2
BNdi(T−t)2+

1

6
d2i (T−t)3, (11)

V α({i, j}, x(t), T − t) = −(di + dj)(T − t)x(t) + 1
2 (b

2
i + b2j)(T − t)−

− 1
2BN (di + dj)(T − t)2 + 1

3 (di + dj)
2(T − t)3.

(12)

We get a δ−harateristi funtion from (3), (7), (8):

V δ({i}, x(t), T − t) = −di(T − t)x(t) + 1
2b

2
i (T − t)− 1

2BNdi(T − t)2+

+ 1
6di(2DN − di)(T − t)3,

(13)

V δ({i, j}, x(t), T − t) = −(di + dj)(T − t)x(t) + 1
2 (b

2
i + b2j)(T − t)−

− 1
2BN (di + dj)(T − t)2 + 1

3 (dk(di + dj) + (di + dj)
2)(T − t)3.

(14)

Finally, for a ζ−harateristi funtion from (4), (5), (9) we obtain:

V ζ({i}, x(t), T − t) = −di(T − t)x(t) + 1
2b

2
i (T − t)− 1

2BNdi(T − t)2−

− 1
6DN (DN − 2di)(T − t)3,

(15)

V ζ({i, j}, x(t), T − t) = −(di + dj)(T − t)x(t) + 1
2 (b

2
i + b2j)(T − t)−

− 1
2BN (di + dj)(T − t)2 − 1

3DN (DN − 2(di + dj))(T − t)3.
(16)

3.2. Superadditivity of the .f.

Chek that α−harateristi funtion (2) is superadditive (1). From (6), (11), (12)

we have

V α(N)− V α({k})− V α({i, j}) = 2

3
dk(di + dj)(T − t)3 ≥ 0,

V α({i, j})− V α({i})− V α({j}) = 2

3
didj(T − t)3 ≥ 0,

sine t ∈ [t0, T ]. We onlude that the onstruted funtion is superadditive whih

agrees with the previously obtained results.

At the next step we hek if δ−harateristi funtion (3) is superadditive. From
(6), (13), (14) we have

V δ(N)− V δ({k})− V δ({i, j}) = 1

6
(D2

N + d2k)(T − t)3 ≥ 0,
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V δ({i, j})− V δ({i})− V δ({j}) = 1

6
(d2i + d2j )(T − t)3 ≥ 0,

sine t ∈ [t0, T ]. This proves the superadditivity of the onstruted δ− .f.

Finally we may hek if ζ−harateristi funtion is also superadditive in this

game. From (6), (15), (16) we have

V ζ(N)− V ζ({k})− V ζ({i, j}) = 1

3
DN(di + dj + 2dk)(T − t)3 ≥ 0,

V ζ({i, j})− V ζ({i})− V ζ({j}) = 1

3
DN(di + dj)(T − t)3 ≥ 0,

sine t ∈ [t0, T ]. This onludes that ζ−harateristi funtion is also superadditive
(as must be in general).

3.3. Comparison of harateristi funtions

Let us investigate how the onstruted .f.s relate to eah other. Obviously, we have

V δ(N) = V α(N),

also from (11), (13) and (12), (14) we get

V δ({i}) = V α({i}) + 1

3
di(dj + dk)(T − t)3,

V δ({i, j}) = V α({i, j}) + 1

3
dk(di + dj)(T − t)3.

Thus,

V δ(·) ≥ V α(·). (17)

Furthermore, from (11), (15) and (12), (16) we have

V α(N) = V ζ(N),

V α({i}) = V ζ({i}) + 1

6
(dj + dk)

2(T − t)3,

V α({i, j}) = V ζ({i, j}) + 1

3
d2k(T − t)3.

Thus,

V α(·) ≥ V ζ(·). (18)

Finally, (17) and (18) imply that

V δ(·) ≥ V α(·) ≥ V ζ(·).
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4. Game-theoretial model of pollution ontrol with random duration

To make the model from Se. 3 more realisti we examine the game-theoreti

model of pollution ontrol with random duration (Petrosyan and Murzov, 1966,

Petrosyan and Shevkoplyas, 2000, Petrosyan and Shevkoplyas, 2003, Marin-Solano

and Shevkoplyas, 2011, Shevkoplyas, 2014) (T − t0), where T is a random variable

with exponential distribution funtion F (t), t ∈ [t0, Tf ]. The strategy of eah player
is to hoose the amount of pollution emitted to the atmosphere, ui ∈ [0; bi]. Let us
onsider ase of N = {1, 2, 3}. The game starts from initial state x0 at the time t0.

The dynamis of the total amount of pollution x(t) is desribed by

ẋ(t) =
3∑

i=1

ui(t), x(t0) = x0.

The expetation of the payo� of players i = 1, 2, 3 are alulated as

Ki(x0, t0, Tf , u1, u2, u3) = E
(∫ T

t0

((
bi −

1

2
ui(τ)

)
ui(τ) − dix(τ)

)
dτ
)
.

We assume that di ≥ 0, ∀i = 1, 2, 3 and there are additional onstraints alled the

regularity onstraints: bi ≥ DN

λ , where DN =
3∑
i=1

di.

Aording to (Shevkoplyas, 2014, Kostyunin and Shevkoplyas, 2011, Gromova

and Tur, 2017) the payo� of eah player i ∈ N an be represented as

Ki(x0, t0, Tf , u1, u2, u3) =

∫ ∞

t0

((
bi −

1

2
ui(τ)

)
ui(τ) − dix(τ)

)
e−λ(τ−t0)dτ =

= eλt0
∫ ∞

t0

((
bi −

1

2
ui(τ)

)
ui(τ) − dix(τ)

)
e−λτdτ.

We onsider this game in ooperative form and onstrut the .f. by three de-

sribed above methods.

4.1. Constrution of harateristi funtions

We start with solving the maximization problem in order to �nd the pro�le of

optimal strategies.

max
u1,u2,u3

3∑

i=1

eλt0
∫ ∞

t0

((
bi −

1

2
ui

)
ui − dix

)
e−λtdt.

The Hamiltonian is

H(x, u, ψ) =

3∑

i=1

((
bi −

1

2
ui

)
ui − dix

)
e−λt + ψ

3∑

i=1

ui,

its �rst order partial derivatives w.r.t. ui's are

∂H

∂ui
(x, u, ψ) = (bi − ui)e

−λt + ψ, i = 1, 3.
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The Hessian matrix is negative de�nite hene we onlude thet Hamiltonian H
is onave w.r.t. ui.

∂2H

∂u2i
(x, u, ψ) = −e−λt < 0, i = 1, 3.

The adjoint equations and the related transversality onditions are





dψ
dt =

3∑
i=1

die
−λt,

lim
t→∞

ψ(t) = 0.

We have optimal ontrols in the following form

u∗(t) =
(
b1 −

DN

λ
, b2 −

DN

λ
, b3 −

DN

λ

)
. (19)

Given the initial onditions (t, x), we ompute the .f. for the grand oalition N
from (19).

V α(N, x(t), T − t) = V δ(N, x(t), T − t) = V ζ(N, x(t), T − t) =

= 1
λ3

(
B̃N

2 λ2 −BNDNλ+ 1 1
2D

2
N −DNλ

2x
)
,

(20)

where BN =
3∑
i=1

bi, B̃N =
3∑
i=1

b2i .

Next, we onstrut the harateristi funtion for oalitions of one and two

players. First, we �nd the Nash equilibrium to onstrut δ−.f.

max
ui

∫ ∞

t0

((
bi −

1

2
ui(τ)

)
ui(τ) − dix(τ)

)
e−λτdτ.

Aording to the PMP the Hamiltonian has the form

Hi(x, u, ψ) =
((
bi −

1

2
ui

)
ui − dix

)
e−λt + ψ

3∑

i=1

ui, i = 1, 3

and its �rst order partial derivatives w.r.t. ui's are

∂Hi

∂ui
(x, u, ψ) = (bi − ui)e

−λt + ψ, i = 1, 3.

The Hamiltonians Hi are onave w.r.t. ui, beause the respetive Hessian ma-

tries are negative de�nite.

∂2Hi

∂u2i
(x, u, ψ) = −e−λt < 0, i = 1, 3.

The adjoint equations and the related transversality onditions are

{
dψ
dt = die

−λt,
lim
t→∞

ψ(t) = 0.
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We get the Nash equilibrium strategies

uNE(t) =
(
b1 −

d1
λ
, b2 −

d2
λ
, b3 −

d3
λ

)
. (21)

Now we solve the maximization problem while onsidering (21).

max
ui,uj

uk=u
NE
k

∫ T

t0

((
bi −

1

2
ui

)
ui + (bj −

1

2
uj

)
uj − (di + dj)x

)
dt.

Following PMP we get the ontrols in form of

uSi = bi −
di + dj
λ

, uSj = bj −
di + dj
λ

. (22)

For the ase of α−, ζ−.f. (2), (4) we will have to solve the minimization problem

min
uk

eλt0
∫ ∞

t0

((
bi −

1

2
ui

)
ui +

(
bj −

1

2
uj

))
uj − (di + dj)x

)
e−λtdt.

From the PMP we get

uk = bk. (23)

Aording to the de�nition of α-.f. (2), to alulate it we have to solve the

maximization problem having in mind (23):

max
ui,uj

uk=bk

∫ ∞

t0

((
bi −

1

2
ui

)
ui + (bj −

1

2
uj

)
uj − (di + dj)x

)
e−λtdt.

Applying the PMP to this problem we get

uSi = bi −
di + dj
λ

, uSj = bj −
di + dj
λ

. (24)

Given the initial onditions (t, x), we alulate the value of three desribed above
harateristi funtions for one- and two-players oalitions.

With (2), (23), (24) we alulate the α−.f.

V α({i}, x(t), T − t) =
1

λ3

(1
2
b2iλ

2 −BNdiλ+
1

2
d2i − diλ

2x(t)
)
, (25)

V α({i, j}, x(t), T − t) = 1
λ3

(
1
2 (b

2
i + b2j)λ

2 −BN (di + dj)λ+ (di + dj)
2−

−(di + dj)λ
2x(t)

)
.

(26)

Aording (3), (21), (22) the δ−harateristi funtion ould be alulated as

V δ({i}, x(t), T − t) =
1

λ3

(1
2
b2iλ

2 −BNdiλ+ (dj + dk)di +
1

2
d2i − diλ

2x(t)
)
, (27)
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V δ({i, j}, x(t), T − t) = 1
λ3

(
1
2 (b

2
i + b2j)λ

2 −BN (di + dj)λ+ dk(di + dj)+

+(di + dj)
2 − (di + dj)λ

2x(t)
)
.

(28)

For the ζ−harateristi funtion from (4), (19), (23) we obtain

V ζ({i}, x(t), T − t) =
1

λ3

(1
2
b2iλ

2 −BNdiλ− 1

2
D2
N + diDN − diλ

2x(t)
)
, (29)

V ζ({i, j}, x(t), T − t) = 1
λ3

(
1
2 (b

2
i + b2j)λ

2 −BN (di + dj)λ−

−D2
N + 2DN(di + dj)− (di + dj)λ

2x(t)
)
.

(30)

4.2. Superadditivity of .f.

It is easy to hek the superadditivity of α−harateristi funtion by (20), (25),

(26).

V α(N)− V α({k})− V α({i, j}) = 1

2λ3

(
(di + dj)

2 + 2d2k + 6dk(di + dj)
)
≥ 0,

V α({i, j})− V α({i})− V α({j}) = 1

2λ3

(
d2i + d2j + 4didj

)
≥ 0,

sine t ∈ [t0, T ].

Additionally we ould prove that δ−harateristi funtion is superadditive using
(20), (27), (28).

V δ(N)− V δ({k})− V δ({i, j}) = 1

2λ3

(
(di + dJ)

2 + 2d2k + 2dk(di + dj)
)
≥ 0,

V δ({i, j})− V δ({i})− V δ({j}) = 1

2λ3

(
d2i + d2j

)
≥ 0,

sine t ∈ [t0, T ],

Also ζ−harateristi funtion is superadditive too (20), (29), (30).

V ζ(N)− V ζ({k})− V ζ({i, j}) = 1

λ3
DN

(
di + dj + 2dk

)
≥ 0,

V ζ({i, j})− V ζ({i})− V ζ({j}) = 1

λ3
DN

(
di + dj

)
≥ 0,

sine t ∈ [t0, T ].
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4.3. Comparison of harateristi funtions

Next we are going to examine the properties of the onstruted .f. with respet to

eah other. It is lear that

V δ(N) = V α(N),

also from (25), (27) and (26), (28) we get

V δ({i}) = V α({i}) + (dj + dk)di
λ3

,

V δ({i, j}) = V α({i, j}) + dk(di + dj)

λ3
.

Thus,

V δ(·) ≥ V α(·). (31)

Apart from that, from (25), (29) and (26), (30) we have

V α(N) = V ζ(N),

V α({i}) = V ζ({i}) + 1

2λ3
(DN − di)

2,

V α({i, j}) = V ζ({i, j}) + 1

λ3
d2k.

Thus,

V α(·) ≥ V ζ(·). (32)

Inequalities (17) and (18) imply that

V δ(·) ≥ V α(·) ≥ V ζ(·).

5. New harateristi funtion

Developing the idea of simpli�ation of the tehnique for alulating .f.s, we intro-

due the new de�nition for the harateristi funtion

V η(S, ·) =





0, S = {∅},
∑
i∈S

Ki(u
∗
S , u

NE
N\S , ·), S ⊂ N,

max
u1,...,un

n∑
i=1

Ki(u1, . . . , un, ·), S = N.

(33)

where u∗ = {u∗i }i∈N is the pro�le of strategies for whih the maximal value of payo�

funtion is ahieved for all players, u∗S = {u∗i }i∈S .
In (33) for players from S we use (obtained earlier) strategies u∗S from optimal

pro�le u∗ (as in ζ−.f.) and for players from N \S we use (obtained earlier) strate-

gies uNEN\S from the Nash equilibrium strategies for all players (as in δ− .f.). This

provides ertain tehnial advantages as will be reported in a subsequent paper.
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6. Conlusion

In this paper we onsidered three di�erent approahes to the alulation of hara-

teristi funtion in di�erential games and applied all of them to di�erential games

with presribed and random duration. We analyzed the obtained funtions and

their relations. Also a new way of the harateristi funtion onstrution has been

introdued.
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