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Abstra
t A 
onsideration of e
onomi
 
orruption is introdu
ed in the dy-

nami
 so
ial and private interests 
oordination engine (SPICE) models re-

lated to the resour
e allo
ation. The investigation is based on the hierar
hi
al

game theoreti
 approa
h in prin
ipal-agents systems. From the point of view

of the agents a di�erential game in normal form arises whi
h results in Nash

equilibrium. The addition of a prin
ipal forms an inverse di�erential Sta
k-

elberg game in open-loop strategies. The related optimal 
ontrol problems

are solved by the Pontryagin maximum prin
iple together with a method

of qualitatively representative s
enarios of simulation modeling. The algo-

rithms of building of the Nash and Sta
kelberg equilibria are proposed, the

numeri
al examples are des
ribed and analyzed.
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1. Introdu
tion

A big stream of literature is 
on
erned with mathemati
al modeling of 
orruption.

In most of the papers stati
 models of struggle with 
orruption are built and investi-

gated (Bla
kburn et al, 2006; Bla
kburn and Powell, 2011; Levin and Satarov, 2013;

Antonenko et al, 2013). Dynami
 models are studied for the spe
ial forms of model

fun
tions or strong requirements to the feasible strategies of agents (Kolokoltsov

and Malafeev, 2017; Grass et al., 2008).

In this paper an authors' approa
h of sustainable management in a
tive systems

is used (Gorbaneva et al, 2016; Ugol'nitskii and Usov, 2014; Ougolnitsky and Usov,

2015; Ougolnitsky and Usov, 2014; Ougolnitsky and Usov, 2019; Ugol'nitskii and

Usov, 2013; Ougolnitsky and Usov, 2018). In relation with 
orruption, an extended

a
tive system is 
onsidered whi
h 
onsists of a prin
ipal, one or several supervisors,

several agents, and a 
ontrolled dynami
 system. The agents propose bribes to the

supervisor in ex
hange to some privileges or resour
es. The prin
ipal is not 
or-

rupted, while the supervisor(s) and agents maximize their payo�s in the 
onditions

of a possible 
orruption. The relations between the prin
ipal and supervisor(s) as

well as between the supervisor(s) and the agents are modeled by the di�erential

inverse Sta
kelberg games (Basar and Olsder, 2016; Do
kner et al, 2000).

The paper develops the previous works (Ougolnitsky and Usov, 2015; Ougol-

nitsky and Usov, 2014; Ougolnitsky and Usov, 2019; Ugol'nitskii and Usov, 2013;

Ougolnitsky and Usov, 2018). In (Ugol'nitskii and Usov, 2014; Ougolnitsky and
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Usov; 2015) the methods of struggle with administrative 
orruption in the models

of optimal harvesting are 
onsidered. In (Ougolnitsky and Usov, 2014) the meth-

ods of struggle with e
onomi
 
orruption are proposed for the surfa
e water quality


ontrol systems, in (Ougolnitsky and Usov, 2019) for general SPICE-models.

In this paper the dynami
 SPICE-models of struggle with 
orruption in resour
e

allo
ation are built and analyzed. The respe
tive di�erential inverse Sta
kelberg

games in open-loop strategies are solved by the Pontryagin maximum prin
iple

(Basar and Olsder, 2016) together with the method of qualitatively representative

s
enarios in simulation modeling (Ougolnitsky and Usov, 2018).

2. The problem setup

Consider a three-level extended a
tive system whi
h 
onsists of a prin
ipal, a super-

visor, several agents, and a 
ontrolled dynami
al system. The supervisor allo
ates

a (�nan
ial) resour
e between the agents who divide it between their private a
tiv-

ities and the produ
tion of a 
ommon so
ial good. The supervisor 
an in
rease the

allo
ated resour
e in ex
hange of a bribe from the agents. The prin
ipal 
ontrols

the supervisor and punish her in 
ase of the found bribe.

The following information stru
ture is assumed. The prin
ipal 
hooses his strat-

egy �rst and reports it to the supervisor and the agents. Then the supervisor 
hooses

her 
ontrol and reports it to the agents. The agents exert in�uen
e to the 
ontrolled

dynami
al system (the produ
tion of a so
ial good). Given the supervisor's strategy

they play a di�erential game in normal form whi
h results in Nash equilibrium in

open-loop strategies. This equilibrium is treated as the best response of the agents

to the supervisor's strategy. The prin
ipal has no his own payo� fun
tional, and

only impli
itly 
ontrols the supervisor. The supervisor and the agents maximize

their payo� fun
tionals in the following form:

- for the supervisor

J0({ri(·)}
N
i=1, {bi(·)}

N
i=1, x(·)) =

=

∫ T

0

e−ρt{s0(t)C(x(t)) + [1− z −Mz]

N
∑

i=1

bi(t)ri(t)}dt → max (1)

- for the agents (i = 1, 2, ..., N)

Ji(ri(·), bi(·), x(·)) =

=

∫ T

0

e−ρt [pi(ri(t)− bi(t)− ui(t)) + si(t)C(x(t))]dt → max (2)

Here s0 +
∑N

i=1 si(t) = 1.
It is assumed that the supervisor and the agents re
eive their share of the pro-

du
ed so
ial good (s0(t) and si(t), i = 1, 2, ..., N) respe
tively in ea
h moment of

time.

Denote by N the number of agents; T - the period of time (the length of the

game); ρ - the dis
ount fa
tor; z(t) - the probability for the supervisor to be 
aught

with bribe; M - the penalty 
oe�
ient; x - a so
ial good; if it is not material (for

example, an environmental quality) then a fun
tion C(x) of its �nan
ial estimation

is used; s0, si(t) (i = 1, 2, ..., N) - the shares of the supervisor and the agents in

C(x); pi(t) - the agents' fun
tions of revenue from their private a
tivities; ri(t) - an
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amount of resour
e allo
ated by the supervisor (her 
ontrol) to the i-th agent with


onsideration of a bribe; bi(t) - the bribe ("ki
kba
k") of the i-th agent (his 
ontrol)

to the supervisor; ui(t) - a share of the re
eived resour
e that the i-th agent uses

in the produ
tion of the so
ial good. The payo� fun
tionals (1), (2) are 
onsidered

with the following 
onstraints for the 
ontrols:

- the supervisor

ri(t) ≥ 0;

N
∑

i=1

ri(t) = R (3)

- the agents

0 ≤ bi(t) + ui(t) ≤ ri(t); i = 1, 2, ..., N ; 0 ≤ t ≤ T. (4)

Here R(t) is the amount of resour
e allo
ated by the supervisor.

The system dynami
s equation (for the so
ial good) has the form

ẋ = f

(

N
∑

i=1

ui(t)

)

− µx(t);x(0) = x0. (5)

Here f is a produ
tion fun
tion for the so
ial good; µ - the deterioration rate; x0 -

an initial amount of the so
ial good.

Assume that c, f , pi (i = 1, 2, ..., N) are 
on
ave monotone in
reasing fun
tions,

c(0) = f(0) = pi(0) = 0 . For de�niteness, 
onsider the 
ase of power fun
tions:

C(x) = kxβ ; f(y) = Ayγ ; pi(y) = yαi ; k,A, β, γ, αi = const; i = 1, 2, ..., N. (6)

(6) The values R(t), z, M , s0 are given by the prin
ipal. Thus, a dynami
 SPICE-

model in resour
e allo
ation (1) - (6) is 
onsidered.

3. The Nash equilibrium

From the point of view of the agents the fun
tions ri(t) (supervisor's 
ontrols) in

the model (1) - (6) are given. Consider two natural forms of the fun
tions:

r(t) = R
bi(t)

∑N

j=1 bj
; i = 1, 2, ..., N (7)

and

ri(t) = r0i +

(

R−

N
∑

k=1

r0k

)

bi(t)
∑N

j=1 bj
; i = 1, 2, ..., N. (8)

The values ri0 (i = 1, 2, ..., N) determine the amounts of resour
e allo
ated to the

agents in the absen
e of 
orruption. The 
ase (7) relates to the extortion when

agents should give a bribe or not re
eive any resour
e. The 
ase (8) des
ribes the


apture when a �xed allo
ated amount of the resour
e may be in
reased in ex
hange

of a bribe.

The solution of the N - player game (2), (4) - (6) s. t. (7) or (8) is a set of Nash

equilibriums in open-loop strategies. Respe
tively, for ea
h agent an optimal 
ontrol
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problem is solved basing on the Pontryagin maximum prin
iple (Basar and Olsder,

2016). The Hamilton fun
tion for the i-th agent takes the form

Hi(x(t), bi(t), ui(t), λi(t)) =

= e−ρt
(

(ri(t)− bi − ui)
αi + ksix

β
)

− λi

(

A

(

N
∑

i=1

uj

)γ

− µx

)

, (9)

where fun
tions ri(t) are de�ned by the formulas (7) or (8).

Substitute the problem (2), (4) - (6) s. t. (7) or (8) by an equivalent problem of

maximization of the Hamilton fun
tion (9) with known 
onstraints for the 
ontrols

(Basar and Olsder, 2016) (i = 1, 2, ..., N) whi
h results in the system of equations

(i = 1, 2, ..., N):

- in the 
ase of (7)

∂Hi

∂bi
= e−ρtαi

(

R
bi

∑N
j=1 bj

− bi − ui

)αi−1




R
(

∑N

j=1 bj − bi

)

∑N
j=1 bj

− 1



 = 0; (10)

∂Hi

∂ui

= −e−ρtαi

(

R
bi

∑N

j=1 bj
− bi − ui

)αi−1

− λiAγ





N
∑

j=1

uj





γ−1

= 0; (11)

dx

dt
=

∂Hi

∂λi

= −µx+A





N
∑

j=1

uj





γ

;xi(0) = x0; (12)

∂λi

∂t
= −

∂Hi

∂x
= µλi + e−ρtsiβkx

β−1;λi(T ) = 0 (13)

- in the 
ase of (8) the equations (10), (11) take the form

∂Hi

∂bi
= e−ρtαi



r0i + (R−

N
∑

j=1

r0j)
bi

∑N

j=1 bj
− bi − ui





αi−1

×

×





(R −
∑N

j=1 r0j)
(

∑N
j=1 bj − bi

)

∑N

j=1 bj
− 1



 = 0; (14)

∂Hi

∂ui

= −e−ρtαi



r0i + (R−

N
∑

j=1

r0j)
bi

∑N

j=1 bj
− bi − ui





αi−1

−

−λiAγ





N
∑

j=1

uj





γ−1

= 0; (15)

In (10) - (15) λi(t) (i = 1, 2, ..., n) are the 
onjugate fun
tions. It is required to �nd

the set of fun
tions {(bi, ui, λi)
N
i=1, x}, satisfying the system of equations (10) - (13)

or (12) - (15) (i = 1, 2, ..., n). This set of fun
tions is the maximizer of the Hamilton

fun
tion (9).
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From (10), (11) or (14), (15) the optimal 
ontrols of agents that form the Nash

equilibrium are determined by one of the formulas:

uNE
i = 0; bNE

i = 0; i = 1, 2, ..., N (16)

uNE
i = 0;

N
∑

j=1

bNE
j = R; i = 1, 2, ..., N (17)

or as a solution of the system of equations:

- in the 
ase (10), (11):











R
∑N

j=1 bj =
(

∑N
j=1 bj

)2

−e−ρtαi

(

R bi∑
N
j=1 bj

− bi − ui

)αi−1

− λiAγ
(

∑N
j=1 uj

)γ−1

= 0
(18)

- in the 
ase (14), (15):











(R−
∑N

j=1 r0j)
∑N

j=1 bj =
(

∑N

j=1 bj

)2

−e−ρtαi

(

(R −
∑N

j=1 r0j)
bi∑

N
j=1 bj

− bi − ui

)αi−1

− λiAγ
(

∑N
j=1 uj

)γ−1

= 0

(19)

The systems of equations (18) or (19) are 
onsidered together with (12), (13)

and are the systems of non-linear (3N+1) equations with (3N+1 ) unknowns whi
h

are solved by the Newton method. Thus, the Nash equilibria in the game of agents

(2), (4), (5) s. t. (6) are expressed by the formulas (16), (17) or are the solutions of

the systems of equations (18), (19).

Example 1. In the 
ase (d. - days; 
.u. - 
onventional �nan
ial units) N = 3; ρ =
0.01; T = 1095d.; si = 0.2; αi = 0.5; r0i = 10c.u.; i = 1, 2, 3; x0 = 100c.u.;
R = 100c.u.; k = 6; β = 0.6; γ = 0.5; A = 0.05; µ = 0.01d−1

the Nash equilibrium

and the payo�s are determined by the formulas

- in the 
ase of 
apture: bNE
i (t) ≡ 0c.u.; uNE

i (t) ≡ 10c.u.; Ji = 14560c.u. i =
= 1, 2, 3.

- in the 
ase of extortion: bNE
i (t) ≡ uNE

i (t) ≡ 0c.u. (i = 1, 2, 3) and Ji =
= 12400c.u. i = 1, 2, 3.

The amount of the so
ial good de
reases in time both in the 
ase of extortion

(x(T ) = 44c.u.), and in the 
ase of 
apture (x(T ) = 76c.u.).

Example 2. In the 
ase of the input data from the Example 1 and de
reasing of

the agents' shares in the so
ial good in 10 times (si = 0.02 i = 1, 2, 3) the optimal

strategies of all agents 
hange, their payo�s de
rease and 
oin
ide for 
apture and

extortion:

uNE
i (t) ≡ 0c.u. (i = 1, 2, 3); bNE

1 (t) = R; bNE
2 (t) = bNE

3 (t) = 0c.u.; J1 =
= 16230c.u.; J2 = J3 = 1240c.u.

The �nal value of so
ial good de
reases (x(T ) = 27c.u.) in 
omparison with

Example 1.

Example 3. In the 
ase of the input data from the Example 1 and de
reasing of the

agents' gain from the produ
tion of so
ial good (k = 0.5) the results for 
apture and
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extortion 
oin
ide again. The payo�s of all agents de
rease, the �nal amount of the

so
ial good in
reases (x(T ) = 73c.u.): bNE
i (t) = uNE

i (t) = R/3 and Ji = 11194c.u.
i = 1, 2, 3

Example 4. In the 
ase of the input data from the Example 1 and α1 = 2; α2 = 3;
α3 = 1.5 we re
eive:

- for the 
apture:

uNE
1 (t) ≡ 22c.u.; bNE

1 (t) ≡ 17c.u.; uNE
2 (t) ≡ 32c.u.; bNE

2 (t) ≡ 23c.u.; uNE
3 (t) ≡

≡ 14c.u.; bNE
3 (t) ≡ 10c.u.; J1 = 25346c.u.; J2 = 34769c.u.; J3 = 19171c.u.

- for the extortion:

uNE
1 (t) ≡ 12c.u.; bNE

1 (t) ≡ 22c.u.; uNE
2 (t) ≡ 17c.u.; bNE

2 (t) ≡ 28c.u.; uNE
3 (t) ≡

≡ 8c.u.; bNE
3 (t) ≡ 13c.u.; J1 = 21621c.u.; J2 = 32540c.u.; J3 = 17323c.u.

The �nal value of the so
ial good in
reases in 
omparison with the Example 1:

in the 
ase of extortion x(T ) = 78c.u., in the 
ase of 
apture x(T ) = 92c.u.

4. The Sta
kelberg equilibrium

From the point of view of the supervisor the model (1) - (6) represents an inverse

di�erential Sta
kelberg game with N followers (agents) and one leader (supervisor)

in open-loop strategies. Now the bribe fun
tions ri(t) are the agents' strategies that
are determined by the solution of the game. The following algorithm of building of

the Sta
kelberg equilibrium is proposed.

1. The supervisor's strategy of punishment of agents rPi (t) when they refuse to


ooperate with her is built as follows:

rP (t) = {rPi (t)}
N
i=1 : rPi (t) = arg min

ri≥0;
∑

N
i=1 ri=R

Ji(b
NE
i (t), uNE

i (t), ri(t), x(t))

Here rPi (t) = 0. Assume that {bNi E(t), sNi E(t)}Ni=1 is a Nash equilibrium in the

game of agents when rPi (t) = 0; i = 1, 2, ..., N . Then bNE
i (t) = 0; uP

i NE}(t) = 0;
i = 1, 2, ..., N .

If an agent refuses to 
ooperate then his guaranteed payo� is equal to (i =
= 1, 2, ..., N):

Li = min
ri≥0;

∑
N
i=1 ri=R

max
0≤ui+bi≤ri

Ji(b
NE
i (t), uNE

i (t), rPi (t), x(t)) = xβ
0

∫ T

0

sike
−βµtdt.

2. The optimal 
ontrol problem (1), (3) - (6) is solved with 
onditions

Li = xβ
0

∫ T

0

sike
−βµtdt < Ji(bi(t), ui(t), ri(t), x(t)); i = 1, 2, ..., N.

whi
h make the strategy of reward more pro�table for the agents than the strategy

of punishment.

A maximum in (1) is found by (3N) fun
tions (ri(t), ui(t), bi(t)); i = 1, ..., N in

the same time. Denote the solution of the respe
tive optimal 
ontrol problem by

{rRi (t), b
R
i (t), u

R
i (t)}

N
i=1 where rPi (t) is the strategy of reward of the i-th agent when

he 
hooses bRi (t) and uR
i (t).

3. The supervisor reports to ea
h agent the 
ontrol feedba
k strategy:

ri(t) =

{

rRi (t) if bi(t) = bRi (t) and ui(t) = uR
i (t) ∀t ∈ [0;∞),

rPi (t) otherwise
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Then the Sta
kelberg equilibrium takes the form {rRi (t), b
R
i (t), u

R
i (t)}

N
i=1.

The step 2 of the algorithm is implemented numeri
ally by means of digitaliza-

tion (Ugol'nitskii and Usov, 2013) and the method of qualitatively representative

s
enarios (Ougolnitsky and Usov, 2018).

It is supposed that the supervisor and the agents 
annot 
hange their strategies

in any moment of time due to a natural inertia. The strategies remain 
onstant

during some su�
iently long periods of time, so that

A(t) =















a1, if 0 ≤ t < t1,
a2, if t1 ≤ t < t2,

· · ·
aK , if tK−1 ≤ t < T,

(20)

where the fun
tion A(t) represents the strategies of the agents (bi(t), ui(t), i =
= 1, 2, ..., N) and the supervisor (ri(t); i = 1, 2, ..., N); aj = const; tj = j ▽ t;
▽t = T/K; j = 1, 2, ...,K, andK stands for the number of the intervals of 
onstan
y

of the strategies. Thus, from (20):

â�� the fun
tional (1) transforms into a payo� fun
tion

J0({rij}
N(K)
i,j=1 , {bij}

N(K)
i,j=1 , x(·)) =

K
∑

j=1

∫ tj

tj−1

e−ρts0(t)k(t)x
β(t)) dt +

+
K
∑

j=1

(

N
∑

i=1

bijrij

∫ tj

tj−1

e−ρt[1− z −Mz]dt

)

→ max (21)

- the fun
tionals (2) transform into payo� fun
tions (i = 1, 2, ..., N):

Ji({rij}
K
j=1, {bij}

K
j=1, {uij}

K
j=1, x(·)) =

1

ρ

K
∑

j=1

(rij − bij − uij)
αi(e−ρtj−1 − e−ρtj ) +

+

K
∑

j=1

∫ tj

tj−1

e−ρts0(t)k(t)x
β(t))dt → max (22)

- the 
onstraints (3) take the form

rij ≥ 0;
N
∑

i=1

rij = R; j = 1, 2, ...,K; l = 1, 2, ..., N (23)

- the 
onstraints (4) (i = 1, 2, ..., N) take the form

0 ≤ bij + sij ≤ rij ; j = 1, 2, ...,K. (24)

The equation of system dynami
s (5) does not 
hange.

Thus, the problem (1)-(6) takes the form (5), (6), (21) - (24). In more details,

the supervisor's optimal 
ontrol problem (1), (3)-(6) that is solved at step 2 of the

algorithm, is redu
ed to the problem of maximization of the obje
tive fun
tion (21)

by 3 · K · N variables {rij}
N(K)
i,j=1 , {bij}

N(K)
i,j=1 , {uij}

N(K)
i,j=1 with 
onstraints (23), (24)
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and

xβ
o

∫ T

0

sike
−βµtdt <

1

ρ

K
∑

j=1

(rij − bij − uij)
αi(e−ρtj−1 − e−ρtj ) +

+

∫ tj

tj−1

e−ρts0(t)k(t)x
β(t)) dt . (25)

This problem is not tra
table analyti
ally for the fun
tions of general type, so the

method of qualitatively representative s
enarios (QRS) of simulation modeling is

used (Ougolnitsky and Usov, 2018). The idea of the QRS method is that in the

majority of applied dynami
al models of the 
omplex real-world so
ial-e
onomi


systems (in di�erential games as well) it is possible to 
hoose a very small number

of s
enarios that give a satisfa
tory good pi
ture of qualitatively di�erent ways of

the system development.

In the 
onsidered 
ase the QRS set is the Cartesian produ
t of N ×K sets:

QRS = QRS11 ×QRS12 × · · · ×QRS1K ×QRS21 × · · · ×QRSNK . (26)

The set QRSij is a set of qualitatively representative s
enarios for the j-th moment

of time of the supervisor in relation to the i-th agent and the i-th agent itself. This

set 
ontains the triples of strategies (rQRS
ij , bQRS

ij , uQRS
ij ).

Assume that all sets QRSij 
onsist of 15 elements:

QRSij = (rQRS
ij , bQRS

ij , uQRS
ij ) : rQRS

ij = {0;
1

2
(R −

i−1
∑

k=1

rkj);R −
i−1
∑

k=1

rkj}; (27)

(bQRS
ij , sQRS

ij ) =

{

(0, 0); (0,
rQRS
ij

2
); (0, rQRS

ij ); (
rQRS
ij

2
, 0); (rQRS

ij , 0);

(
rQRS
ij

2
,
rQRS
ij

2
); (

rQRS
ij

4
,
rQRS
ij

4
)

}

;

j = 1, 2, ...,K; i = 1, 2, ..., N.

Then the 
ardinality of the QRS set is equal to m =
∏N(k)

i,j=1 |QRSik| = 15K·N
. After

identi�
ation of the model the QRS set is 
he
ked for su�
ien
y and redundan
y

(Ougolnitsky and Usov, 2018), and it is extended or redu
ed by the ne
essity.

Thus, the numeri
al algorithm of solution of the problem from the step 2 of the

above algorithm 
onsists in the following a
tions.

1. All model fun
tions and parameters N , K, R, T , X0, k, µ, ρ, M , z, β, χ, A,
s0, αi, si (i = 1, 2, ..., N) are given.

2. An initial QRS set (26), (27) is 
he
ked for su�
ien
y and redundan
y (Ougol-

nitsky and Usov, 2018), and it is extended or redu
ed by the ne
essity.

3. The next (l-th) strategy from the QRS set is �xed:

(

{

rQRS
ij , bQRS

ij , uQRS
ij

}N(k)

i,j=1

)(l)

.

Initially l = 1.
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4. The determined l-th strategy from the QRS set is substituted in (5). The

values of the variable x(t) are 
al
ulated numeri
ally (for example, by an expli
it

method of �nite di�eren
es). Then the value of the supervisor's obje
tive fun
tion

(21) is 
al
ulated. With 
onsideration of (25) the greater value of the fun
tion (21),

and the respe
tive set of maximizing 
ontrols are saved.

5. If not all qualitatively representative strategies are s
anned then go to the

next strategy (l := l + 1) and return to the step 3 of algorithm.

6. S
anning of all qualitatively representative strategies (initially there are 15N ·K

of them) determines the strategy maximizing the obje
tive fun
tion (21) s. t. (23)-

(25), i. e.

(

{

rQRS
ij , bQRS

ij , uQRS
ij

}N(k)

i,j=1

)(∗)

=

= arg max
{rQRS

ij
,b

QRS
ij

,u
QRS
ij }

N(k)

i,j=1
∈QRS

J0 ({rij}
N(K)
i,j=1 , {bij}

N(K)
i,j=1 , x(·))

The found maximizing strategy is the strategy of reward.

5. The numeri
al results

The simulations for the 
onsidered game are 
ondu
ted at the 
omputer with a

mi
ropro
essor of the A10 series, Intel Pentium G4620 with operative memory 4 Gb

on C# obje
t oriented programming language a

ording the des
ribed algorithm.

A mean time of the simulations for the input data from below was equal to 3 years.

The main part of the time was 
onsumed by the numeri
al solution of the equation

(5) by the expli
it method of �nite di�eren
es for ea
h qualitatively representative

strategy.

Example 5. In the 
ase of N = 2; ρ = 0.01; T = 1095d.; si = 0.2; αi = 0.5; i = 1, 2;
s0 = 0.6; k = 6; R = x0 = 100c.u.; β = 0.6; γ = 0.5; A = 0.05; M = 1; z = 0.05;
µ = 0.01d−1

we re
eive:

L1 = L2 = 12400c.u.;
ri(T/10) = ri(T/2) = ri(T ) = 50c.u.;
bNE
i (T/10) = bNE

i (T/2) = bNE
i (T ) = 50c.u.;

uNE
i (T/10) = uNE

i (T/2) = uNE
i (T ) = 0; i = 1, 2;

J0 = 24877c.u.; J1 = j2 = 15238c.u.
The value of so
ial good in
reases in time (xNE(T ) = 136c.u.). In the 
onsidered

information stru
ture of an inverse Sta
kelberg game the supervisor 
ompels the

agents to take her bribes and to spend all their resour
es to the produ
tion of so
ial

good. Thus, the 
orruption has a type of extortion, it is pro�table to the supervisor

and not pro�table to the agents.

Example 6. In the 
ase of the input data from the Example 5 and the growth of the

agents' gains from their private a
tivities (αi = 3; i = 1, 2) the strategies of agents

and their payo�s does not 
hange. It would be more pro�table to the agents to use

their resour
es in private purposes but the supervisor 
ompels them to not 
hange

the strategies in 
omparison with the Example 5.

Example 7. In the 
ase of the input data from the Example 5 and de
reasing of

the agents' shares in the so
ial good in 10 times (si = 0.02; i = 1, 2) the optimal
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strategies of agents do not 
hange again. The supervisor's payo�s is the same while

the agents' payo�s de
rease abruptly: J1 = J2 = 1523c.u.

Example 8. In the 
ase of the input data from the Example 5 and in
reasing the

probability of the bribe-taker 
at
h up to 30% (z = 0.3) and a modest penalty

M = 1 the 
orruption holds but the supervisor's payo� de
reases: J0 = 18238c.u.

Example 9. A stronger redu
tion of the 
orruption (in
reasing the probability of

the bribe-taker 
at
h up to 65% or the 
oe�
ient M double in
rease) results in

the 
orruption elimination. Now bribe taking is not pro�table for the supervisor.

The agents assign all their resour
es in the produ
tion of so
ial good. The agents'

optimal strategies and their payo�s in the 
ase z = 0.3 are given by the formulas:

ri(T/10) = ri(T/2) = ri(T ) = 50c.u.;

bNE
i (T/10) = bNE

i (T/2) = bNE
i (T ) = 0c.u.;

uNE
i (T/10) = uNE

i (T/2) = uNE
i (T ) = 50; i = 1, 2;

J0 = 21324c.u.; J1 = j2 = 20659c.u.

6. Con
lusion

The information stru
ture of the inverse di�erential Sta
kelberg game gives priority

to the supervisor, while the interests of agents are not in fa
t 
onsidered. In this


ase for the su

essful struggle with 
orruption the prin
ipal should provide su
h

e
onomi
 
onditions whi
h make the bribe-taking not pro�table for the supervisor.

The numeri
al examples show that a 
ertain in
rease of the probability for the

bribe-taker to be 
aught and the respe
tive penalty is su�
ient for this purpose

(Examples 8,9). If the 
orruption is absent then the supervisor's payo� de
reases

(by 30 % approximately for the used input data), and the agents' payo�s in
rease.

Referen
es

Antonenko, A.V., G.A. Ugol'nitskii and A.B. Usov (2013). Stati
 models of struggle with


orruption in hierar
hi
al management systems. Journal of Computer and Systems

S
ien
es International, 52(4), 664�675.

Basar, T., and G. J. Olsder (1999). Dynami
 Non
ooperative Game Theory. Philadelphia.

Bla
kburn, K., N. Bose and M. E. Hague (2006). The in
iden
e and persisten
e of 
orrup-

tion in e
onomi
 development. J. of E
onomi
 Dynami
s and Control, 30, 2447�2467.

Blakburn, K. and J. Powell (2011). Corruption, in�ation and growth. E
on. Letters, 113,

225�227.

Do
kner, E., S. Jorgensen, N.V. Long and G. Sorger (2000). Di�erential Games in E
o-

nomi
s and Management S
ien
e. Cambridge University Press.

Gorbaneva, O. I., G.A. Ougolnitsky and A.B. Usov (2016). Modeling of Corruption in

Hierar
hi
al Organizations. N.Y.: Nova S
ien
e Publishers.

Grass, D., J. Caulkins, G. Fei
htinger et al. (2008). Optimal Control of Nonlinear Pro-


esses: With Appli
ations in Drugs, Corruption, and Terror. Springer-Verlag: Berlin-

Heidelberg.

Kolokoltsov, V.N. and O.A. Malafeev (2017). Mean-Field-Game of Corruption. Dynami


Games and Appli
ations, 7, 34�47.

Levin, M.E., and G.A. Satarov (2013). Russian Corruption. The Oxford Handbook of

Russian E
onomy, N.Y.: Oxford University Press, 286�309.

Ougolnitsky, G.A., and A.B. Usov (2014). Modeling of 
orruption in three-level 
ontrol

systems. Control S
ien
es, 1, 53�62 (in Russian).



150 Olga I. Gorbaneva, Anatoly B. Usov, Gennady A. Ougolnitsky

Ougolnitsky, G. A., and A.B. Usov (2015). Dynami
 Hierar
hi
al Two-Player Games

in Open-Loop Strategies and Their Appli
ations. Automation and Remote Control,

76(11), 2056�2069.

Ougolnitsky, G.A., and A.B. Usov (2018). Computer Simulations as a Solution Method for

Di�erential Games. Computer Simulations: Advan
es in Resear
h and Appli
ations,

Eds. M.D. Pfe�er and E. Ba
hmaier, N.Y.: Nova S
ien
e Publishers, 63�106.

Ougolnitsky, G.A., and A.B. Usov (2019). Dynami
 models of 
on
ordan
e of private and

so
ial interests with e
onomi
 
orruption. Journal of Computer and Systems S
ien
es

International, (to appear ).

Ugol'nitskii, G.A., and A.B. Usov (2013). A study of di�erential models for hierar
hi
al


ontrol systems via their dis
retization. Automation and Remote Control, 74(2), 252�

263.

Ugol'nitskii, G. A., and A.B. Usov (2014). Dynami
 models of struggle against 
orruption

in hierar
hi
al management systems of exploitation of biologi
al resour
es. Journal of

Computer and Systems S
ien
es International, 53(6), 939�947.


