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Abstract This study sets out to investigate the impact of information con-
trol. We used our previous reflexive analysis of a game to find the sensitivity
of strategies and utility functions to increasing beliefs about thresholds. The
game itself is constructed by using a normal form game and making sug-
gestions on the agents’s believes and knowledge weaker. We found domains
of parameters where monotonicity of the impact holds too. Together, these
results provide important insights into the impact of reflexive analysis on
the properties of information control.

1. Introduction

Let’s say there are a set of agents N = {1,...,n}, a set real, non-negative strategies
X ={Xy,...,X,}, and a set of utility functions F(A) = {f1(A4),..., fn(4)} with a
parameter A. One can consider a game

G=<N,X,F(A)>.

We have investigated a case when agents don’t have consensus on the value of
A. We used a formal grammar

p=Llpl-¢|(p—=1) | Kip|Bip|Cke|Cpep,

where L is False. Elementary propositions are elements of a set P € {(4 =
z)lx € R}. {K;p} is a set of knowledge operators of agents that describes their
knowledge about a value ¢. {B;¢} is a set of belief operators of agents that de-
scribes their beliefs about a value ¢. Cx¢ means that ¢ is common knowledge
among agents in N. Cpp means that ¢ is a common belief among agents in V.
We will write Gy =< N, X,F(A),I > for a game G =< N, X,F(A) > with a
given logic assumptions or axioms of informational structure I. The ordinary case
isG=<N,X,F(A),Cx(A = Ap) >, where Ay is an actual value of a parameter A.
It is just a game G =< N, X, F(Ag) > in a normal form. Note that Nash equilibria
for GCK =< N,X,F(A),CK(A = Ao) > and GCB =< N,X,F(A),CB(A = Ao) >
coincides though resulting values of utility functions could differ since Cx (A =
Ap) — (A = A0) but there is no such theorem for Cp(A = Ap). A belief could be
false even if it is a common belief.

There is a well-known way to investigate this game using Nash equilibria. Each
Nash equilibrium is a vector y = (y1, ..., y») such that Va; € X;

iUty eos Yie 15 Vi Yit1s s Un) = FilYt, ooy Yie1, Tiy Yik 1, -or Yn)

We denote Gy =< N, X, F(A), ¢ > e.g. Gyip,(a=a,) =< N, X, F(A),ViB;(A =
Al) >
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We knew the equilibria for some games (Fedyanin, 2019). There were functional
dependencies strategies and utility on beliefs about the parameter A. So we found
the intervals of monotonicity using derivatives of the functional dependencies. Some
expressions were very obvious or easy to find but others were very difficult for
analysis. We expressed our results in several theorems.

2. An example of game

We will continue investigations of a game of collective actions (Fedyanin and Chkhar-
tishvili, 2011). There are a set of agents N = {1,...,n}, a set of real not negative
strategies and a set of utility functions

2
n
i .
fi(.fl,...,{En,’l”l,...,’I”n,Al,...An):.Ii E {Ej—A _77V’L€N
JjEN ’

where 0 < r; < 1.

The corresponding practical interpretation lies in that the agents apply the
strategies and it appears successful (provides a positive contribution to the utility
functions of the agents) when the total effort exceeds a specific threshold; the latter
is set equal to 1. With the strategy being successful, the agent’s gain(the first term
in utility function) increases with the increasing effort of the agent. On the other
hand, the agent’s effort itself results in a negative contribution to the utility function
(see the second term) which depends on the type r;. The larger the type of variable,
the "easier" the agent applies the strategy (for instance, in a psychological sense,
it could be explained by the agent’s greater loyalty or liking for the joint action)
(Fedyanin and Chkhartishvili, 2011).

The Cournot oligopoly model (Cournot, 1960) looks similar but it is not the
same because of different utility functions

2
€T
Ji= A—E T - .
r

JEN v

The corresponding practical interpretation of the Cournot oligopoly is the following:
strategies are the amounts of sold products, utility functions are the amounts of
products multiplied by a price that decreases when the total amount of sold products
increases minus costs.

There are some important differences that make the game of collective actions
look like a combination of the Cournot oligopoly and the game theoretical modifi-
cation of Granovetter (Granovetter, 1978) and not just the Cournot oligopoly. The
Breer Threshold model (Breer et al., 2017) is the one where utility functions are

JEN

and a set of strategies is restricted to binary values - strategy is equal either 0 or
1. Anyway we can apply all ideas below for the Cournot oligopoly as well but we
haven’t applied them yet.

In this paper we propose to consider A as an uncertain parameter for agents and
they have to make some suggestion about it.
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3. Results

3.1. Players with common knowledge

We can model it by a game
GCK =< N, X,F(A),CK(A = Ao) >

There is a well-known way to find the Nash equilibrium. It is to compose and solve a
system of equations where the strategy of each player equals his or her best response

. 2r; .
x; = BRij(x — i) = T Z:vj — Al +e€,VieN
JFi
where
0, % Dty —A) =20
€; =

2 (Zj;éi Tj— A) e > it —A) <0
Zero Nash Equilibrium for G,

Theorem 1. An existance of a zero Nash equilibrium doesn’t depend on the value
of the threshold in the game G¢, .

Proof. There is always a solution in the game G¢,. . Actions of agents.

r; =0,Vie N
Values of agents’ utilities.
fi=0,Vie N
O
Nonzero Nash Equilibrium for G¢, If
.y
2 —]rj > 1

then there is one more solution.

Theorem 2. Let

The larger threshold the larger strategy of an agent in the game Gcy .
Proof. Strategies of agents.

A
T; = ’l"; T ,VZ S N,
-1
eyt 2—r;
Derivative.
T4
Ox; 2 —r .
L >0,Vi € N,
04~ T !
. 2—r;
JEN
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If

then there is one more solution

Theorem 3. Let

The larger threshold the larger value of utility functions of agent in the game G¢y .

Proof. Values of agents’ utilities.

A% (1= ry)ry
fi= d=rijr Vie N
Ty 2
-1 2—1r;
2 5 (2—m)
JEN
Derivative.
of; 2A(1 —ry)r; .
A 5 >0,Vie N
Ty 2
-1 2—r;
2 5 (2-7)
JEN

a

Thus if one wants to increase the utility of agents, they should increase the
plans that these agents should try to exceed. This conclusion looks very reasonable,
regardless of the model.

3.2. Players with communication and consensus

We can model this case by a game
Gc, =< N, X,F(A),Cp(A = Ap) >

There could be a communication between agents and they can communicate
according the de Groot model (DeGroot, 1974). There is no difference if an existence
of such communication to the common knowledge among all agents or it is not. Let
their influences be w; then one should compose and solve the system

xXr; = BRZ(LL'_l) = 2” Zl‘j — Z’u}in
J

S l-n oy

for each 1.

Zero Nash Equilibrium for G¢, There is always a zero solution in the game.

Theorem 4. An existance of a zero Nash equilibrium doesn’t depend on value of
the threshold in the game Gy .

Proof. Strategies of agents.
x; =0, Vie N

Values of agents’ utilities.
fi=0Vie N
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Nonzero Nash Equilibrium for G, If

.
> 2_3rj >1

JEN

then there is one more solution

Theorem 5. Let

.
Z 2_3Tj > 1.

If an agent in the game Gc, has a nonzero influence on consensus opinion, then
the larger his belief about the threshold, the larger the strategies of all agents. The
true value of the threshold doesn’t affect the strategies in the G, .

Proof. Strategies of agents.

2w

zi_ﬂ—;: = Vie N
jeNl_TJ
Derivative.
ri
ox; Wiy T,
T "2-m sgvieN
8Aj Zl J —1
jen - Ti
ri
Ox; Wi
oA, erj _1_O,Vz€N
jen - T
Ox;
ai—O,VieN
O
If

then there is one more solution

Theorem 6. Let

.
Z 2_3Tj > 1.

If an agent has a nonzero influence on consensus opinion, then the larger his be-
lief about the threshold, the larger the utility for each agent. The true value of the
threshold doesn’t affect the utilities for agents.
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Proof. Values of agents’ utilities.

2
Z ’LUjAj (1 — Ti>Ti
iEN
fi = —NC . Wie N
i Y
,Z 2—r; L) @=r)
JEN
Derivative.
o w; Z w; A (1 —r)r;
i jEN ) ..
A, 5 >0,Vie N,j#i
Ty 2
-1 2—1r;
> 1) e
JEN
o w; Z w;Aj(1—r;)r;
i jEN )
oA, 5 >0,Vie N
Yy 2
Z pp 1] @2-r)
JEN
Ofi .
= N
94 0,Vi €

3.3. Players without communication

We can model this case by games
GviB,cp(a=a,) =< N, X, F(A),ViB;Cp(A = A;) >
GviB,Cx(A=A,) =< N, X, F(A),ViB;Cx (A = A;) >
We formulated axioms to make an informational system complete.
GviB,Cp(A=Ai)AB (A=4;) =< N, X, F(A),Vi(B;Cp(A = A;) N Bi(A = Ay)) >
GviB;Cx (A=A ABi(A=A;) =< N, X, F(A),Vi(B;Ck (A = A;) N Bi(A = A;)) >

Player ¢ could believe that all utility functions are

fi = ,TZ(Z Tj — Al) — ,TZZ/T‘Z'.

JEN

It coincides with the Nash equilibrium with a certain value of parameter A, if there
is A = A; for any i common knowledge that A = A;.
The strategy of each player which equals to their best response that are

_1—7‘1'
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Agent ¢ makes a best response for all other agents according to their beliefs. Thus,
from the i-th player’s point of view it looks like they should compose and solve the
system for the following best responses

2r;
Tj = BRl(.I,Z) =37

_1—’[”]'

(Q_zr—Ai)
k]
for each j.

Zero Nash Equilibrium for Gv;p,cs(a=4;)AB;(A=4;) There is always a solu-
tion.

Theorem 7. An existance of a zero Nash equilibrium doesn’t depend on value of
the threshold in the game Gvip,c(A=A,)AB;(A=A;)-

Proof. Strategies of agents.
T, = 0, Vie N

Values of agents’ utilities.
fi=0Vie N

Nonzero Nash Equilibrium for Gv;p;cz(a=a,)AB;(A=A4;) If

,
> 2_]Tj >1

then there is one more solution.
Theorem 8. Let

.
> 2_3Tj > 1.

One can change a strategy of an agent in the game Gvip,cy(A=A)AB;(A=A;) =<
N, X,F(A),Vi(B;,Cx(A = A;) N Bi(A = A;)) if and only if she change his belief
about the threshold. In this case the larger belief about threshold will lead to the
larger strategy.

Proof. Strategies of agents.

T = 2[” Vie N
>y
j€N2—r]

Derivative.
T
Ox; 2—r; )
= —+—>0,Vi € N,
aAZ Z ’I”J _1 7
‘ 2—T‘j
JEN
8:@»
=0,Vi € N,j .
0A; ‘ ji
8:@-
=0,Vie N
A S
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Thus one cannot change a strategy of an agent if she doesn’t change his own
belief about A.

Theorem 9. Let

.
Z 5 _Jrj > 1.

The utility of an agent in the game Gv;p,cy (A=A, rB;(A=A4;) Will increase when his
belief A; will increase if and only if this statement holds

11— T T
24— < Aj—L——A 1
2—1n ; T2—7; Z2—rj

J#

Proof. Values of agents’ utilities.

ri
2—1r; T T4 1
P = g A Y A —L— — A A Lo 1) -4
f 2 Z J2—Tj ZQ—TZ' Z2—7"1' ’
i JEN JEN
_22—7’1_1
JEN
Vie N
Derivative
T
gﬁ: 2T S0 MieNj#i
> -
jen 2T
-2
of; Tirj T
—L = A A o —7 1 >0,Vie Nj#i
8141 J(2—7’1)(2—7’j) 7N2_Tj
ri
ofi 2—r;
DA, 2%
> -
j€N2—TJ

‘2— i ‘ 2_j — T
EN JEN
T3
2—r r r
= L A —A J_ 1 A;
2 Z 72— 22— J
Z 7§ JEN JEN
jeNQ—rJ
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It means that sometimes we may need a combined information control - no

separately chosen beliefs about thresholds.
One can get some details from this theorem.

,
> 2_]Tj > 1.

Theorem 10. Let

If this statement

S (4 -A)>0VieN

2—r;
JEN J

doesn’t hold then the utility of all agents in the game Gv;p,cp(A=A,)ABi(A=A;) WON't
increase at the same time when all their beliefs A; increase.

Proof. Let’s list all inequalities

oA A Y 1]~ A sovieN

jen 27T jen 2T
T ’f‘] T 7‘] T .
—1] —A4; >0,Vie N
2—7“1;\] 7oy 2—r; N2—TJ 2y ’

T Tm T T T
Zz-ﬂrj ZAM_%—AJZ 2—Jrj 22_37%_1 _ZAjz——Jrj>0’

jJEN meN eEN JEN J jEN
Vi e N
’f‘j Tj ’f‘j .
-1 A; —A >0,Vie N
22—7”]' Z J2—Tj 22—7”]' ’
JEN JEN JEN

Yoo 22” (Aj—A)>0,Vie N

—
JEN J JEN J

Tj o .
22_Tj (Aj —A)>0,Yie N

3.4. Stubborn players with communication without consensus

We can model this case by games
GBiCB(A:Ai) =< N, X,F(A),ViBiCB(A = Al) >

GBiCK(A:Ai) =< N,X,F(A),ViB;,Cr(A = A4;) >

We formulated axioms to make an informational system complete.
GBiCp(a=A)ABi(A=A,)) =< N, X, F(A),Vi(B;Cp(A = A;) N Bi(A = 4;)) >

GBiCK(A:Ai)/\Bi(A:Ai) =< N, X,F(A),Vi(B;,Ck(A=A4;) AN B;(A=A;)) >
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If there is a communication with no trust at all then all agents ’become stubborn”
and other opinions donsB™t change their opinions. There is no difference if an
existence of such communication is a common knowledge among all agents or it
is not. The important information is that A; is a common knowledge and that all
agents are stubborn in our sense. Thus, from the 7 player’s point of view, they should
compose and solve the system for the following best responses

for each 1.

Zero Nash Equilibrium for Gv;(B,cx(A=A:)AB;(A=A4;)) There is always a so-

Theorem 11. An existance of a zero Nash equilibrium doesn’t depend on value of
the threshold in the games Gp,c . (A=a,)AB;(A=A;) 01d GB,Cp(A=A)ABi(A=A,))-

Proof. Strategies of agents.
x; =0, Vie N

Values of agents’ utilities.
fi=0,Yie N

Nonzero Nash Equilibrium for Gv;(B;cx(a=A:)AB;(A=A4,)) I

,
> 2_3Tj >1

JEN

then there is one more solution.

Theorem 12. Let

.
> 2_”Tj > 1.

Then there is

8:1:1-
0;Vie Nj#£i
DA, > 0;Vie Nj #1i,
8:@»
0
9A;
in the game Gvi(B,Cx (A=A)ABi(A=A,)) if and only if
A; <1,Vie N.
Proof. Strategies of agents.
T
B = et [ A+ > 5 (4 - 4 | Vie N
dgoo L\ et
2—r;
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Derivatives.
T Ty
817' 2—7‘1';2—7”]‘
(9AJ: Z . >0,Vie N,Vj#i
4 2—r;
JEN
T
Ox; 2—r; T .
=—7 1| 1-A; J Vie N
04y Iy Zz—rj !
2—r JEN
JEN
1 ’f‘j
— > >1,
Ai ‘ 2—Tj
JEN
8171'
— =0,Vie N
A RS
O
Theorem 13. Let .
I >1
£ 2—Tj
JEN

The larger the threshold A the smaller the value of the utility function of each agent
in the game Gvi(B,Cx(A=A)ABi(A=A,))
Proof. Let’s find an universal expression for derivatives of utility functions.

If

0A
=
dy
then
ofi Oz;
9A = T gat
Thus
ri
Of; — ) '
e = (A Y (4 - A) | <ovieN
Z _1 jJEN T]
2—Tj

Values of agents’ utilities

fi(l'l, ey Tpy T'1,y ...,'f‘n,Al, An) =

ri

= — 2 Ai+22ij‘(Aj_Ai) X
Tj

. jeN
E T_J_l !
‘ 2—T‘j
JEN
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jEN meN jEN
) 5 2
(2—m) T
X p) Az + Z _77,_ (AJ AZ) -
j€N2—TJ
ri
2_T1 J
- : A1+22_J(A7 A;) | %
j€N2—TJ
2
I DO I POEC i) I
2-r; &= 2- 27,
jEN JEN JEN

Theorem 14. Let

jEN
If there are
o0x;
oy >0
and
T < T A
2
in the game Gvi(B,Cx (A=A:)ABi(A=A,)) then
Z—J;i >0,
Proof. Since x; > 0 then of
a_/; <0.
If 54
i =0
then

8fz - (9561 + Z 8Ij _A&cz _28171' « iz

oy Oy g oy oy oy w]
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J#i
Theorem 15. Let
Ty
P
‘ 2 — Tj
JEN
Then
ofi
0A;
T TJ
T
2—r; Z 2—7r;
j#i J A1 2—r
2 : 1-=—-= i A+ >
2. 2 _r JjEN
JEN J JEN J

6fi_ 6:51- A xX; 6,Tj
ay‘2ay(1 2 n)+zay’

-7
£k m 2—r Tm
+ T T P <1_Ak22_r
k#i,j Z 2_ Z —r - meN m
meN meEN m
in the game Gvi(B,Cx (A=A)ABi(A=A;))-
Theorem 16. Let
Ty
PRI
‘ 2 — Tj
JEN
Then there is
T
Ofi 2—r Ty
=2 ‘ 1— A, J X
3A1 Z i 2 — 7§
2—r; JEN
JEN J
ri
A 1 2 —1r. i
1— = —— L A; J A — A;
2 s Z ’I’j o + Z 2 _ Tj ( J ) +
2—r; JeN
JEN J
T Tm
2 — j % 2 — Tm
+y o , Vie NVj#i
J#i Z 2— 1 1
meN

in the game Gvi(B,Cx(A=A)ABi(A=A,))-

125
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4. Conclusion

In this paper we considered a game with a parameter A and suggested that this is
an uncertain parameter for agents and they have to make some suggestion about
it. We made a table where listed behavior of derivative of strategies and utilities of
agents. Having this table one can predict the reaction of a system and thus choose
appropriate informational control.

Table 1. Please write your table caption here

Control Game StrategyUtility
T fi
0/0A Players with common knowledge Gc. >0 >0
Players with communication and consensus Gcp =0 =0
Players without communication Gv;p,cp(A=A4,)AB;(A=A4;) =0 >0
Stubborn players with communication = 0 <0

Gvi(B,Cx (A=A)AB, (A=A)))

0/0A; Players with common knowledge G¢ NA NA
Players with communication and consensus Gcp >0 >0
Players without communication Gv;p,cp(a=A,)AB;(A=4;) =0 ?
Stubborn players with communication ? 77
Gvi(B;Cre (A=A;)ABy (A= A}))

0/0A; Players with common knowledge G¢ NA NA
Players with communication and consensus Gcp >0 >0
Players without communication Gvip,cp(a=A,)AB;(A=4;) =0 >0
Stubborn players with communication > 0 77

Gvi(B;Cx (A=A;)AB; (A=A,))
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