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Abstract The problem of constructing the Dynamic Nash Bargaining So-
lution in a 2-stage game is studied. In each stage, a minimum cost spanning
tree game is played, all players select strategy profiles to construct graphs
in the stage game. At the second stage, players may change the graph using
strategy profiles with transition probabilities, which decided by players in
the first stage. The players’ cooperative behavior is considered. As solution
the Dynamic Nash Bargaining Solution is proposed. A theorem is proved to
allow the Dynamic Nash Bargaining Solution to be time-consistent.
Keywords: Dynamic Nash Bargaining, dynamic game, minimum cost span-
ning tree.

The Model

In the paper, we consider a 2-stage game with spanning tree.

* H = (Z,F) is a finite game tree with the initial vertex z;.

* Z is a set of vertexes in the game tree.

* F(z1) is a point-to-set mapping: F(z1) C Z.

* In the second stage, F'(z1) is the set of vertexes on the tree-like graph.
*Le F(z1) =Z\{=1}

* m(z1) is the number of elements in the set F'(z1).

* I'(#1) is the game starting from initial vertex z;.

* Similarly, I'(z) is the subgame starting from the vertex z € F(21).

* N =1{1,2,...,n} is a finite set of players.

* N'= NuU{0}. {0} is the source.

*G(N',E)={(i,j) : Vi,j € N'} is a graph over N'.

* F is the set of all edges.

*If E(il,ig),(iQ, ig), ceey (Z.nfl, Zn), such that (ik,ikJrl) S G(N/, E), 1 < k < Tl—l,

and i1 = 1,4, = j, then two vertexes ¢ and j € N’ are said to be connected in G.

*1If all 4, j are connected in G, a graph G is called connected over N, Vi, j € N,
* Gnv is the set of connected graphs over N'.

Definition 1. The cost of connections is represented by a cost matrix (Li, 2016)

Cm = (Cij) (n+1)x (n+1)5 (1)

where ¢;; = ¢;j; > 0 is the cost of connecting ¢ and j,i # j € N’. In the paper,
Cij0 = Co; 18 a nonnegative constant, and cost matrices are nonnegative, symmetric.
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Definition 2. At each stage, player i chooses a vector
Tq = (xi,la e 7xi,i—17 xi,i+17 ey xi,n)a

where z; ; € X, ; is a strategy of player ¢ against player j. Similarly, z;; € X;;
is a strategy of player j against player i. At different stages, the set X;; may be
different for the player i, Vi,j € N

Definition 3. At each stage, the cost of edge (i, ) is defined as
Cij = Cji = fc(xiyj, Ij,i)a Cio = Co; > O,\V/Z,j c N. (2)

where function f. is a mapping from strategies of players 7, j to the set RT U {+oo}
- the set of all possible cost of edge (i, j).

Definition 4. T, (N’,C,,) is the minimum cost spanning tree (m.c.s.t.) (Bird, 1976)
over N’
T.(N',Cy,) = arg Gmin Z Cij

€Gnr
N (i, ))eG(N',B)

where Cp, = (€ij)(n+1)x (n+1) 18 the cost matrix.

Definition 5. C[T;(N’,Cy,)] is the total cost of edges in the m.c.s.t. (Bird, 1976)
T:(N', Cm)

ClTo(N',Cp)] = > Cij (3)
(4,§)ETw (N',Cy)

2. Description of the Game

2.1. Stage 1l
Players simultaneously choose their behaviors, i.e. n-dimensional strategy pro-
files . . .
T (21):($1(21),...,$n(21)), (4)
le (21) = (le,l(zl)a v ax},ifl(zl)’ le,iJrl(Zl)a v ’x},n(zl))v

where a:llj(zl) € Xl{j is a strategy of player i against player j, Vi # j,4,5 €
N. By definition (1)(2), this means that at stage 1 player ¢ and player j choose
their strategies z} ;(z1) and z};(z1) and build an edge (i,j), and c}; = ¢}, =

fe(@i;(21), 25,(21)).
2.2. Stage 2
The game proceeds to the second stage with probability, which depends on

strategies of players chosen on stage 1. The transition probabilities are defined as
following

p(z1, 2k, 21 (21), . 2 (1)) = pz1, 2z, ' (21)) > 0,
ST plenzkat(z1)) = 1 (5)
zREF(21)

where p(z1, 2, 21 (21)) is the probability that the game moves from initial vertex z
to the vertex zj.
Assume that each vertex z; € F(z1) is associated with a matrix called a-matrix.
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Definition 6. The a-matrix of the stage game in vertex zj is defined as

00 1 1 1 1
1 oo aip...01n1 Qin
1 a1 ... ...
afp(z1, 2k, 2" (21))] = 1 s 2K € F(21)
1 Qp—1,1 +++ - o0 Qp—1,n
1 ap1 ... ... Onn—1 OO

a;; =0j; = lor+o0,Vi#je{l,...,n}

where (1) are the strategies of players in the previous stage game starting from
initial vertex z1.

Definition 7. For two matrices A and B with the same dimension (m x n), the
Hadamard product A o B (Horn, 2012) is a matrix which elements are given by

ail ... Qin b11 bln ail Xb11 alnxbln
AoB=1| ... oo ... ] = (6)

aAml -+ Amn bmlbmn am1><bm1...amn><bmn

The cost matrix of the stage game in the vertex z, € F(z1) is defined as follows

Cr(2r) = alp(z1, 2k, 2 (21))] © {¢}; ns 1) x (n1)5

(7)

C?j = C?z‘ = fc(xzz,j (Zk)7x?,i(zk))a cip = cg; >0
where :cfj(zk) € Xi%j is a strategy of player i against player j, Vi # j,i,5 € N,
2 € F(z1).

Example 1. The Fig. 1 shows, how the strategy profiles z'(z1) can influence the
game played in the second stage.

;\r1 (z4) Stage 1

........... ................. Stage 2

P(Z1,25,x (21)) P(21,23, %" (21)) (21,25, X" (21)) P(Z1, Zmsr, ¥ (21))

Fig. 1. The diagram of the 2-stage game with spanning tree

3. Cooperative Game

In 2-stage m.c.s.t. game assume that the total cost of players is the sum of the
cost of players on both stages (Parilina, 2015).
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During the game suppose that the path 2’,2" is realized. Let z;(2') = x}(21)
and z;(2") = (22(22),...,22(2)),4 € N,z € F(21). The cooperative solution of
the game I'(z1) for the set N’ at the first stage is defined as follows:

VN, 21)

= i {C Lo ) (N, O (21))] + Y p(z @ (21)) O[T (N, O (20))]}
zKLEF(21)

= C[Til(m)(N/v Cm(zl))] + Z p(zlv 2k, z! (Zl))C[Ti2(zk)(N/a Cm(zk))]a
zKLEF(21)
V0, 21) =0, 2 € F(21),
(8)
where p(z1, 2, 2 (21)),k € {k : 21 € F(21)} are defined in (5), VI(N’, 2;) is the
value of characteristic function for set N’ in the game I'(z1).
Strategies Z;(-),i € N are called cooperative strategies, and strategy profile
Z(-) = (z;(+),7 € N) - cooperative strategy profile.

3.1. The Value of the Game for the Player in the Game I'(z1)

The value of the game for the player i € N is defined as the value of the zero-sum
game in which player ¢ plays against players from N\ {i}. In the zero-sum game, all
players in N \ {i} don’t want to be connected to the source. Thus in this situation
assuming that players in N \ {i} are out and the m.c.s.t. contains only one edge -
(7,0),i € N, which means that the cost of this unique edge in each stage game is
the cost of m.c.s.t. of this stage.

Vl({i}/v z1) =

I;l(i_l)l{C[Tml(zl)({i}’aCif}/(m))]+ D p(an, 2, @t (20))C[Tez o (7Y, CEY (2))])

ZkEF(Zl)
= Oy (i} CEY )+ D0 ple1, 2, T (21))ClTa2 (e (LY, CEY (21)]
zRLEF(21)

=cj + Z p(21, 25, ' (21))cio = 2ci0
zR€F (21)

o
where p(z1, 21,2 (21)),k € {k : 2z € F(z1)} are defined in (5). Ct¥' (1) and
C{(2;.) is the cost matrix restricted to {i}’ and is determined by (1) and (7).
It means that C1}'(z1) and C1}'(z;,) are sub-matrices of matrix C(z).

3.2. The Value of the Game for the Player in the Game I'(zy)

Suppose that the subgame I'(z;) happened in the vertex zp € F(z1) of the
tree-like graph H = (Z, F).

According to the definition (5), p(z1, zx, 71 (21)) - the transition probability to
proceed from initial vertex z; to the vertex z;. Thus, the cooperative solution of
the subgame I'(z;) for the set N’ at the second stage is defined as follows:

VAN, ) = min ClTo2(2) (N, O (28))] = ClTz2(2,) (N, O (28))],

V2(0, z) = 0,
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where C(z;) is defined by (7). Strategies z2(-),i € N are a cooperative strategies.
Strategy profile z2(-) = (z2(-),i € N) is a cooperative strategy profile. VZ(N', z)
is the value of characteristic function for set N’ in the subgame I'(zy).

In a similar way, the value of the game for the player ¢ € N is defined as following
VALY, 20 = min ClTace (6, C5Y ()
= OlTs2 (o ({1}, CRY (a0)] = cao,

where the subgame in the vertex zj with the probability p(z1, 2k, Z'(21)), 2k € F(21)
which are defined in (5), C1"(2;) is the cost matrix restricted to {i}’.

(10)

4. The Dynamic Nash Bargaining Solution

Let (H1(21),...,Hn(21)) € S1 be cost vector in the game I'(z1), the set of all
possible costs is defined as

and the value of the game for each player is V1({i}’, 21) = 2cio,i € N. Here, S; is
bargaining set, and V1({1},21),...,V1({n}, z1) € S; - disagreement point.
Consider the following expression:

n

max H[Vl({i}lazl) — H;(21)]

Hi(zl)SVl({i}/,zl),(Hl(zl),...,Hn(zl))esl i—

= H[Vl({i}/azl) — Hi(z1)],i € N.
i=1
Vector (Hi(z1),...,H,(21)) is called Nash bargaining solution.
At the second stage, if the game proceeds to the stage game on the vertex
2, € F(z1) with probability p(z1, 2k, Z'(21)), the set of all possible costs is defined
as
S, = {Hl(zk) : Hi(z) > 0,i € N} (12)

and, the Nash bargaining solution in one stage m.c.s.t. game is defined as follows:
n

[TV ) - Hi(za)]

max
! i=1

Hi(zk)gv2({i}/azk)a( (Zl)a---7Hn(Zl))6Sk

= [[IV2{iY, %) — Hi(zx)],i € N.
=1

Time consistency of the cooperative solution concept was introduced for the first
time in (Petrosyan, 2006).

Using the IDP (Imputation Distribution Procedure) the Dynamic Nash Bar-
gaining Solution is constructed (Junnan, 2018).

Definition 8. Imputation distribution procedure of the Nash Bargaining Solution
in 2-stage m.c.s.t. game is a scheme 3 = (3!, 3?) s.t.

Bl = Hi(z1) — Z p(z1, 2k, 3 (1)) Hi(2r), Vi € N
szF(Zl)
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[2] [2%]

Fig. 2. The figure on the left side is the tree-like graph of the game. The figure on the
right side is the graph at each stage game.

B7= > pla 22 (21) Hi(z), Vi € N,
Zk EF(Z])
where p(21, 2, 1 (21)) is the transition probability from the initial stage to the stage
game I'(z1), 2z € F(z1).

Definition 9. The Nash Bargaining Solution H;(z1),7 € N is called time consistent
in the game with spanning tree, if there exists a nonnegative IDP (8} > 0,37 >
0,Vi € N) such that the following condition holds:

E[l(zl) = ﬁ} + Z p(zlazkajl(zl))ﬁi(zk)aVi € N7 (13>
2R €F(21)
Z p(Zl,Zk,.’Z'l(Zl)),Hi(Zk) = 527Vi S Na (14>
2R €F(21)

where p(21, 2, 1 (21)) is the transition probability from the initial stage to the stage
game I'(z1), zr € F(z1).

Unfortunately, in 2-stage m.c.s.t. games the IDP 8 may take negative value.

Proposition 1. Constructed above IDP (3 for the Dynamic Nash Bargaining Solu-
tion (H1(z1),...,Hn(21)) is time inconsistent.

We propose a counterexample in order to verify the proposition.

Ezxample 2. In this example, we consider a two-person game with spanning tree as
an illustration in Fig.2.

The set of players is N = {1,2}, and the source is {0}, N’ = N U {0}. The sets
of strategies, which player 1 uses against player 2, are X, = {3,4}, X7, = {6,7},
and the sets of strategy, which player 2 uses against player 1, are X2171 = {6,2},
X3, = {8,3}. Assume that there are two vertexes zy, z3 following after the initial
vertex z; in the game . The tree-like graph as shown in Fig.2 on the left side.

As shown in Fig.2, in each stage there is a graph over N’. Assume that edges
(0,1), (0,2) are fixed and the cost of edges are cg1 = c19 = 80, cp2 = cop = 10. The
function fc is defined as fc =T1,2 X T2,1, T12 € X172, T21 € X271.

The matrices of the stage game in vertexes zo and z3 are described as follows

oo 1 1 oo 1 1
O‘[p(zlaz%xl(zl))] =11o1 aa[p(zlazl%vxl(zl))] =100
1 1 o0 1 o000
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where x}(z1) € X} is the strategy profile of players in the first stage, i € N.
In the case of different strategy profiles of players, the game’s transition proba-
bilities are

at(z1) = (3,6) : p(21, 22,27 (21)) = 0.5,p(21, 23,2 (21)) = 0.5,
xl(zl) = (3,7) : p(z1, 22, z! (z1)) = 0.7, p(z1, Z3,x1(z1)) =0.3,
xl(zl) = (4,6) :p(zl,ZQ,:zrl(zl)) = O.9,p(z1,Z3,xl(z1)) =0.1,

Il(zl) = (45 7) :p(zla'ZQv'rl(Zl)) = 0.15,p(21,23,$1(2}1)) = 0.85.

According to above-mentioned analysis, in 2-stage game we get the value of the
game for each player in the game I'(21):

VI{1}Y, z1) = 160, V1 ({2}, z1) = 20
The value of the game for each player in the the subgame I'(z5):
VE{1Y, 2) =80, VI ({2V, z) = 10
The value of the game for each player in the the subgame I'(z3):
VE{1Y, z3) = 80, VI({2V, z3) = 10
The value of characteristic function for set N’ in the game I'(z;):
VYN, 21) =574
The Nash bargaining solution in the game I'(z1),
Hy(z1) =57.4,Hy(z) =0
The Nash bargaining solution in the game I'(z2),
Hi(z2) = 16, Hy(z2) = 0

The Nash bargaining solution in the game I'(z3),

p(z1, 22, ' (21)) = 0.9,p(21, 23, 7' (1)) = 0.1
We construct IDP 3 for the Dynamic Nash Bargaining Solution,

B3 = Hy (21) — p (21, 22) Hy (21) — p (21, 23) Ha (23)

=0-09%x0-01x10=-1<0

The Dynamic Nash Bargaining Solution in the example is time inconsistent.
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5. Results

Theorem 1. If in a 2-stage game with spanning tree I'(z1), the following conditions
hold - -
Hi(Zl) > HZ(Zk),VZ eN (15)

then, the Dynamic Nash Bargaining Solution (Hy(z1),...,H,(z1)) is time consis-
tent.

Proof. The proof follows immediately from the definition of 5' and 32.
Multiply both side of (15) on p(z1, 2k, Z(z1)) > 0 and taking in account that

> pler, a3 (2) = 1,

z2RLEF (21)
We obtain - -
p(21, 2k, T(21)) Hi(21) > p(21, 2k, T(21)) Hi(z1),
zr € F(z1),Vie N
thus

Y pGuaeEE)Hi(z) = Y pa oz, 2(20) Hilzr),

zR€F(z1) 2R €F (21)

zp € F(z1),Vie N

then -
Hi(z)>pB?>0,Vie N
and -
Bl = Hi(z1) — B2 >0,Vie N
the theorem is proved a
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